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“More than a supplemental guide to Theories of the Policy Process: The book 
offers a fantastic overview and inspiring insights into gathering and ana-
lyzing data about policy processes. Thereby, the book not only provides the 
necessary tools for empirically-​grounded research, but also for advancing 
theories of the policy process.”

Florence Metz, University of Twente, Netherlands

“Methods of the Policy Process articulates best practices for applying policy 
process theories while emphasizing flexibility and creativity. It is an essen-
tial resource for scholars seeking to design and conduct rigorous, theory-​
driven research that better illuminates the complex dynamics of modern 
policymaking.”

Elizabeth A. Koebele, University of Nevada, USA

“An eclectic methodological roadmap for new and experienced scholars. 
The volume edited by Christopher Weible and Samuel Workman presents 
a wide variety of research strategies, from different theoretical traditions 
in policy studies. It is an essential book that advances the discussion about 
methods and offers a major contribution to the global community of public 
policy academics.”

Osmany Porto de Oliveira, Federal University of São Paulo, Brazil
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Methods of the Policy Process

The increasingly global study of policy processes faces challenges with 
scholars applying theories in radically different national and cultural contexts. 
Questions frequently arise about how to conduct policy process research 
comparatively and among this global community of scholars. Methods of the 
Policy Process is the first book to remedy this situation, not by establishing an 
orthodoxy or imposing upon the policy process community a rigid way of 
conducting research but, instead, by allowing the leading researchers in the 
different theoretical traditions a space to share the means by which they put 
their research into action.

This edited volume serves as a companion volume and supplemental guide 
to the well-​established Theories of the Policy Process, 4th Edition. Methods of the 
Policy Process acknowledges that growth and advancement in the study of the 
policy process is dependent not merely on conceptual and theoretical devel-
opment, but also on developing and systematizing better methodological 
approaches to measurement and analysis. To maximize student engagement 
with the material, each chapter follows a similar framework: introduction of 
a given theory of the policy process, application of that theory (including 
best practices for research design, conceptualization, major data sources, 
data collection, and methodological approaches), critical assessment, future 
directions, and often online resources (including datasets, survey instruments, 
and interview and coding protocols). While the structure and focus of each 
chapter varies slightly according to the theoretical tradition being discussed, 
each chapter’s central aim is to prepare readers to confidently undertake 
common methodological strategies themselves.

Methods of the Policy Process is especially beneficial to people new to the 
field, including students enrolled in policy process courses, as well as those 
without access to formal training. For scholars experienced in applying the-
ories, this edited volume is a helpful reference to clarify best practices in 
research methods.
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1	� The Design of Policy Process 
Research

Samuel Workman and Christopher M. Weible

Introduction

Growth and advancement in policy process studies depend not merely on 
developing better theories but also on developing better methods. In this 
volume, we use “methods” as an umbrella term to denote systematic techniques 
for applying the various approaches, frameworks, and theories of the policy process 
and systematically measuring their key concepts.1 Methods are ways researchers 
put theories into action, test them, and improve them. Methods involve 
strategies for actual application, including the research design (e.g., sam-
pling approaches), conceptualization and measurement, data collection (e.g., 
experiments, field research, surveys), modeling (e.g., models of government 
innovation), and data analyses (e.g., quantitative or qualitative approaches). 
Methods also include precise ways in which researchers connect variables in 
explaining a phenomenon in context.

A focus on methods in the study of policy processes is notably absent. 
While some strands of research have best practices for applying a theory, these 
methods are rarely understood or communicated outside of a given research 
program. In other instances, some theories have existed for decades but have 
yet to develop standard and relatable methods for application. Whether the 
methods exist but are not communicated or yet developed, the result is the 
same –​ limited growth and advancement in the study of policy processes.

This volume supplements the well-​established and widely used Theories 
of the Policy Process (Weible and Sabatier 2018). First published in 1999, 
Theories of the Policy Process has served as the primary compilation of the most 
established theoretical approaches in studying policy processes. It emerged 
from the need to develop better theories and to communicate these theories 
in a single volume for new and experienced researchers (Sabatier 1991).

Today, however, the intellectual landscape is very different. The increas-
ingly global study of policy processes faces severe challenges with scholars 
applying theories in radically different national and cultural contexts (Tosun 
and Workman 2018). Questions increasingly arise about conducting policy 
process research comparatively among a global community of scholars. 
For example, scholars often interpret concepts differently and use different 
measures in applying the same theory. We should undoubtedly encourage 
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diversity, experimentation, and creativity to advance the field. However, 
without some standardization, best practices, common templates, and gen-
eral strategies for applications, the generation of our shared knowledge will 
be stunted, and many of the lessons learned will be overlooked or lost. We 
do not all have to do things the same way, but what we do and the logic 
underlying our approaches should be clear. Indeed, in advancing the study 
of policy processes, there has always been a necessary tension between rec-
ognizing contextual particularities and drawing appropriate generalizations.

This volume remedies this situation by bringing attention to methods 
of the policy process. Our intent is not to establish orthodoxy or impose a 
rigid way of researching on the policy process community. Instead, we offer 
the leading researchers of policy process theories the opportunity to share 
their best and established practices for theoretical applications. The goal is to 
communicate the diverse ways that we conduct theoretically based research 
toward better methods of the policy process.

Why This Book and Why Now?

For academia, the contributions to the field of policy processes will be non-
trivial. Never has an edited volume sought to tackle issues of methods for 
theories of the policy process, and the need for such an emphasis has never 
been greater. In this respect, this volume has no peers. Many of these methods 
develop along parallel tracks within each of the theoretical traditions. This 
volume will allow academics and students, for the first time, the ability to see 
outside these tracks and be aware of the commonalities across the different 
approaches, as well as identify the key differences.

This volume serves as a reference for applying the theories for students at 
the undergraduate and graduate levels and experienced scholars. This com-
pilation of theories captures the most established approaches with inter-
national research communities, ongoing empirical applications, efforts to 
push comparative insights, emphasis on being transparent and public, and 
continual growth in contributing knowledge about policy processes (Weible 
2018).2 However, there are also many quality books and essential ideas in 
public policy that we teach in our courses and reference in our research 
that do not meet these criteria or fit in this volume, one of which is Peter 
John’s (2018) book How Far to Nudge? Public policy is associated with the 
fields of public administration, regulation, broader political science, and 
others that supplement theory-​based policy process research and form valu-
able comparisons to approaches in public policy. Many of these related fields 
might also inform how to advance theory-​based policy process research 
methods and methodologies. Where this is the case, we will discuss these 
areas of opportunity.

In addition to illuminating methods to spur innovation in public policy 
scholarship, broader trends in interdisciplinary science place a premium on 
making social science research methods accessible to students, researchers, 
and those in practice. Social and natural systems have become intertwined 
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as human beings increasingly influence the systems that govern the natural 
world (Stromberg 2013; B. A. Jones et al. 2016). Climate change, food systems, 
and environmental justice are just a few of the myriad issues demanding 
interdisciplinary science for workable solutions. These problems beg for 
interdisciplinary science that not only sees social science as translational but 
as intrinsic to understanding and solving societal problems. Make no mistake 
about it; these problems are policy problems lying at the intersection of the 
natural world and governance systems.

The barrier to interdisciplinary science is language, or rather, jargon. Yet, 
in our experience, methods and methodologies offer a common language 
for interdisciplinary science. By shedding light on the methods of policy 
processes, this volume speaks to the range of possibilities and opportun-
ities for collaborative research between natural scientists and policy scholars. 
These benefits push far beyond translating science and research to impactful 
social science on the front-​end design of problem-​oriented research and 
toward the betterment of societies.

The Approaches and Data Science

The approaches to research design and analysis presented in this volume 
represent unique data sciences and traditions. Thus, it is helpful to consider 
the emergent field of data science when thinking through the chapters to 
follow. As a subset to methods, we define data science as the set of processes 
for collecting, cleaning, organizing, storing, and analyzing data.

For the experienced scholar, the chapters lay out myriad possibilities for 
the types of data one might collect, innovative measures, and the many ana-
lytical techniques for testing and refining theories (e.g., statistical modeling 
or qualitative case studies). For the beginning scholar, these are second-​order 
concerns. Often, the most significant barrier to applying theories is what data 
to collect and how to organize them for analysis. Thus, to the extent possible, 
the chapters attempt to give the inexperienced scholar a glimpse of what type 
of data is typically used, how it is collected, and how it is organized for ana-
lysis. For example, how should data be organized in a spreadsheet to be useful 
to the analyst (Broman and Woo 2018)? These questions seem basic, but in 
fields stretching from bio-​medical data to business to public administration, 
data are often not collected and organized in a way that allows for analysis 
across platforms, theoretical traditions, or disciplines (see Workman 2020).

The chapters to follow offer an overview of how data are collected, 
organized, and analyzed in each of the theoretical traditions we cover. These 
are not compendiums on data science within the theoretical traditions, but 
the reader will leave with a good idea for getting started. Moreover, the 
theories covered in the chapters encapsulate not only standard operating 
procedures for data collection, organization, and analysis but also the norms 
and traditions within each theoretical approach. Thus, data science is a set of 
objective guidelines and perspectives on what works best, given data and con-
text within theoretical traditions.
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How Does This Book Relate to the Theories Book?

Distinctions between deductive and inductive research are common in 
courses on research design for budding social scientists and data analysts of 
all types. In general, deductive research proceeds with theory as the main 
driver and develops conjectures about the world for testing with empir-
ical research designed for confirmation or falsification. On the other hand, 
inductive research begins with data and observation, developing descriptions 
and explanations of the world from the ground up.

While the distinction between deductive and inductive research is a 
useful pedagogical tool for understanding the relationship between data and 
theory building and testing, science is an iterative exercise in exploration, 
discovery, and explanation. The inductive scientist develops a theory from 
careful observation of the world and then uses that understanding to gather 
more data or undertake more observations to refine that theory. Likewise, 
the deductive scientist undertakes observation, data collection, and analysis 
that supports their working theory of the phenomena they study in whole 
or in part. The theory is then discarded or refined in light of the data or 
observations. All science is an iterative process of deduction and induction, 
differing only from how one starts. Discussions of research approaches often 
abbreviate the iterative process of data and theory, but the arc is much longer, 
involving observation, theory building, theory testing, evaluation of the evi-
dence, and finally, feedback and theoretical refinement.

In this light, there is a clear relationship between this volume and Theories 
of the Policy Process. This volume closes the iterative loop in policy process 
research. The methods covered are the engines for the refinement of the the-
ories in that volume. Whereas the Theories volume provides an overview of 
the state of the theoretical approaches to public policy and traces the devel-
opment of the core ideas, this volume relates to conducting research within 
the theoretical approaches.

Elucidating the different methods and methodological approaches in 
policy process research also holds the promise of cross-​fertilization. Some 
of the concepts across theoretical traditions are common or similar. Take the 
example of the concept of feedback –​ how does policy itself fuel resultant 
politics and decision-​making in policy systems and relate to other concepts 
like learning or attention? Awareness of how different theories conceptualize 
and operationalize common concepts offers opportunities for innovations in 
and across multiple research programs and for bridging the silos that result 
from their decades of advancement.

Methods in the Context of Theory

This volume aims to provide a resource for those looking to research and 
contribute to these theoretical traditions. To that end, the authors have 
endeavored to be systematic and transparent without imposing any rigid 
set of rules for the beginning analyst. Some of the authors dig deeply into 
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measurement and particular statistical techniques, while others offer a broad 
view of the techniques generally employed in the area, giving the reader a 
range of opportunities for engagement.

The theories embrace various methods for analyzing data and refining 
conjectures about the world. That last bit is important. The nature of scien-
tific publishing means that we spend lots of time specifying, explaining, and 
justifying a method for a given piece of work. This is necessary, of course, 
to give the reader confidence in the findings. As a result, though, we tend 
to spend less time in any given project thinking about how that process 
should inform and refine our theory (usually leaving that to the literature 
review and theory in the next project). This volume offers that opportunity 
for those steeped in techniques and modes of analysis to evaluate those 
approaches, how they might be adjusted, and what needs reform. We return 
to the theme of building or creating knowledge from our methods and the-
ories in the concluding chapter.

For the reader of this volume, we think two distinctions in the ways 
researchers use the approaches below are useful for understanding theory 
building, testing, and feedback in the traditions. The first distinction is 
whether the mode of analysis is qualitative or quantitative. In this volume, 
the modes of analysis span from advanced statistical analysis to qualitative 
case studies and comparison, process tracing, and more. There is no substan-
tive advantage to quantitative or qualitative research –​ both can be systematic 
and transparent enough to follow their logic.

In the background, the distinction between deterministic and probabil-
istic models of the world lurks. Deterministic models explain the world and 
can predict the world accurately and precisely with minimal variance, given 
certain conditions. However, strictly speaking, nearly all social science is 
probabilistic –​ it explains the range of likely behaviors or outcomes under 
certain conditions. Certain behaviors and outcomes are more likely within 
this range, and our models attempt to attach probabilities to these, even 
when working qualitatively. The reasons for the probabilistic nature of 
social science are obvious –​ there is randomness in human behavior, and, 
thus, in social, political, and economic systems that distinguish them from 
natural systems. Additionally, policy and governance systems are complex 
and generally not linear and additive (e.g., more akin to the human body 
than a car). Finally, there is no “right” methodological argument or method, 
merely what is theoretically and logistically useful for building knowledge 
in the field.

We offer a roadmap for understanding and reasoning about the methods 
and methodologies to follow. The roadmap is a set of considerations 
addressing the research questions we ask, the research design, how the 
approaches treat data and measure concepts, and the tools for analyzing data. 
These are points of departure for the beginning analyst, not hard-​and-​fast 
strictures. The reader should realize that these are more than mechanical 
elements of research on the policy process –​ they are cultures and traditions 
built around researchers with a shared perspective and intellectual interest.
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Research Programs and Culture

We discuss methods in depth in our work, at conferences, and in our 
collaborations as academics. Unfortunately, we discuss and contemplate the 
culture or cultures of research much less often. As anyone who has attempted 
to replicate a scientific study will tell you, it is difficult without awareness 
of all the little “common practices” and ways of doing and interacting with 
colleagues and data.

The approaches in this volume represent teams of diverse scholars from 
myriad backgrounds and identities. Many of them span the globe and are 
accessible. There is no substitute for talking with folks and getting their 
perspectives. The reader will find the authors in this volume open and 
accepting. Where there is doubt about how to start or at key decision points 
in data collection, measurement, or analysis, scholars working within these 
traditions will be an inexhaustible source of advice and experience.

We urge the reader to consult them in thinking about, designing, and 
planning research. These cultures can help identify and answer the types of 
questions amenable to a particular theory, common research pitfalls, ways 
of collecting and analyzing data, and generally organizing and designing 
research. Innovation, creativity, and development of the field are the goals, 
but innovation and creativity spring from knowledge and perspective.

Where you stand depends on where you sit.
(Rufus Miles)

Roadmap for Reasoning

In the sections below, we present a strategy for thinking about the the-
ories and methods to follow. We forego a discussion of substantive theory 
and conceptualization, choosing instead to elaborate on themes common 
across these and all social scientific approaches. Consult Theories of the Policy 
Process for an analytical assessment of each theoretical tradition’s core ideas 
and concepts. In the concluding chapter, we return to these themes and dis-
cuss the chapters, attentive to the layout presented here.

Research Questions and Scope

Scope pertains to the contextual range in which the theory is operational –​ 
this is both a state and an aspiration. Scope arises from the systematic appli-
cation of the theories and more organically from the intellectual interests 
of the associated research programs and the people therein. For example, 
one might study environmental policy because they think the environ-
ment is of interest. Another might study environmental policy indirectly 
through their interests in the operations and decisions of subnational and 
national governments. The accumulation of these decisions and the resulting 
theoretical refinements give a theory its scope. However, sometimes, we 
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learn the most about a theory when applying it outside its intended scope. 
Alternatively, a theory developed to study natural resource policy may not 
apply well to civil rights policy.

Public policy contains three settings that go a long way in delineating a 
theory’s scope. The first is the substantive policy or problem (e.g., the environ-
ment, education, civil rights, and liberties). The second is the governance level 
within or beyond a political system (e.g., supranational, national, subnational). 
The third is the loci of political activity or the decision-​making (or policy-​
making) venues of the collective action of interest, such as organizations 
and legislative bodies like parliaments, policy subsystems, or networks. For 
example, a theory and methods might focus on a specific governance level 
(e.g., subnational) and the adoption of an idea across city governments as 
found in scholarship associated with Innovation and Diffusion. Sometimes 
a specific substantive policy problem anchors an entire theory, such as the 
Institutional Analysis and Development (IAD) Framework’s Common Pool 
Resource Theory. It can be useful to think about these three settings at the 
micro, meso, and macro levels. In general, micro refers to the applicability of 
an approach at the individual level. Meso level refers to groups, organizations, 
networks, and policy subsystems, where collections and coalitions of actors 
make policy. Macro-​level approaches refer to the applicability to the level of 
governing institutions and countries.

The reader should note that scope is both systematic and intentional. 
The methodologies and methods in scope are a collection of arguments 
and decisions about theory building, testing, and development.3 However, 
the scope is also logistical –​ a product of data availability and modes of ana-
lysis. In other words, scope is tethered to what data we can collect and how 
we can analyze them. Punctuated Equilibrium, for instance, is a theory of 
agenda-​setting and resultant policy change. Its scope is mainly national or 
macro analyses as one cannot study agenda-​setting and issue prioritization 
by analyzing only one issue on the agenda. Thus, it does not restrict itself to 
a specific policy or problem area. At the national or macro level, its locus is 
decision-​making venues, such as legislatures. The theory also demands the 
explicit comparison across issues, decision-​making venues, and even coun-
tries. Logistically, this implies studying the things governments consider, dis-
cuss, and act on –​ laws, budgets, speeches, hearings.

With each chapter, consider the scope of the theory and methods. What 
issues, levels of governance, and loci of political activities or decision-​making 
venues appear in the typical analysis? Scope offers the first clue as to what 
types of data we need to apply any theory. It also delineates the kinds of 
appropriate questions for each theory.

Research Design as Comparison

All research design is comparison. Research design structures data collection and 
analysis to allow implicit or explicit comparisons across time, spatial units, 
or some theoretical baseline. For example, experimental designs allow us to 
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compare the effect of a treatment to a control group without treatment or 
intervention. Comparative research designs that, for example, analyze gov-
ernance at the macro or national levels across more than one country allow 
comparisons of policy-​making given variation in settings. Comparison is 
even operative for the scholars conducting field research on a single case 
study engaging in sense-​making indirectly premised on relations with 
different contexts. In these examples and more, this research is explicitly or 
implicitly compared or triangulated with the analyst’s knowledge of other 
cases and to learn something and understand the world a different way. The 
notion that learning requires comparison is operative at every quasi-​experi-
mental approach between these two endpoints.

Comparison across time implies the collection of data over periods, pref-
erably substantial periods. The unit of time could be anything from seconds 
to years. Spatial units might refer to individuals, organizations, governments, 
countries, or even policy issues, among many others. Policy Feedback Theory 
(PFT), for example, asks how policies influence outcomes for individuals 
that then shape mass political behavior. This implies a time component –​ 
citizens react to policy over time. It may also compare how policies shape 
the behavior of different groups within the citizenry –​ gleaning informa-
tion from comparisons across societal groups. Likewise, the Narrative Policy 
Framework (NPF) may examine the evolution of a given narrative over time 
or compare narratives curated by different actors.

The point of comparison need not be empirical. Some approaches 
advance with research designs that compare empirical data to some theor-
etical baseline. For example, Punctuated Equilibrium advanced its depiction 
of policy change by gauging the degree to which budgetary and other data 
diverge from the normal distribution. These simple, descriptive comparisons 
were the launching pad for better explanations of incremental and large-​scale 
policy change. In addition, methods utilizing network analysis and relational 
data often compare empirical networks to random theoretical networks to 
study everything from power relations to likely information flows.

Baselines are important for gauging what we learn from comparison. 
For the beginning researcher, it is useful to consider how each chapter and 
research design sets up a counterfactual. Counterfactual is a staple tool of the 
qualitative researcher, especially those working in case study or process-  
tracing methods. Counterfactuals are exercises in establishing baselines. The 
researcher establishes a world or context in which a key causal factor is pre-
sent or not and proceeds to examine whether the outcome would have been 
altered. These counterfactuals can be made through abstract or reasoned 
arguments, and other times they are not. Regardless, counterfactuals are a 
vital technique for making causal arguments (Brady 2011). In the example of 
Punctuated Equilibrium Theory (PET) or the Ecology of Games, the coun-
terfactual might be a theoretical baseline such as the normal distribution or 
a random network graph. However, a counterfactual need not be theoretical.

Modern computing and statistical simulation create the possibility of 
exploring counterfactuals from statistical models in quasi-​experimental 
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designs. When we include variables in models that tap into citizens’ iden-
tities, effects for governmental types, or any other phenomenon of interest, 
we implicitly say that there is a difference between these identities or types 
compared to some others –​ a baseline or counterfactual. Thus, all methods 
making causal arguments embody some form of counterfactual, whether 
theoretical or empirical. Counterfactuals or baselines for comparison need 
not embody the average or modal category or effect (e.g., the average citizen) 
and are more often useful if they tap a comparison that exists in the sample 
or population we study (e.g., transportation compared to environmental 
policy, flat networks compared to hierarchies, or middle-​aged black women 
compared to white, middle-​aged men). When counterfactuals and baselines 
have a presence in the real world we study, our findings are given life and 
meaning in that world and not just in the social science realm. The reader 
would do well to ask how each chapter treats the design of counterfactuals 
and how each designs research for exploring counterfactuals or baselines. 
The first step in doing so is thinking about the measurement of key concepts.

Social science methodology and methods are an exercise in simplifying 
the real world. We can understand it, explain it, make sense of it, and arrive at 
probabilistic predictions about human behavior, the likely impacts of public 
policy, and the workings of social systems. Parsimony is valuable because it 
makes generalization easier, illuminating the critical components of social 
systems to build knowledge about them. This process of simplification comes 
with costs, however. The major stages of methodologies and methods involve 
abstractions from the real, social world. So, the reader can think of meth-
odologies and methods as introducing slippage between reality and our 
parsimonious models of behavior and systems. This slippage is valuable for 
understanding, but there is always tension between adequately describing a 
social system and maintaining enough simplicity such that knowledge can 
accumulate. The two major points of abstraction are measurement and ana-
lysis, and we tackle them in turn.

Measurement

Often overlooked, measurement is the first stage in conducting any empirical 
inquiry to apply a model to observations. Measurement has consequences 
for the types of analyses that we can deploy on data and for the conjectures 
we will draw about the world we observe, not to mention their generaliz-
ability. A fantastic mentor in measurement and statistical analysis relayed an 
example of this to one of us.4 Imagine that you are trying to measure the 
concept of “bug health.” Unless you are an entomologist, it is likely that you 
only observe that a bug is either “alive” or “dead.” This measure introduces 
a simplification that leads to slippage in measuring the key concept. Why? 
Because ill bugs will likely be measured as “alive.” Furthermore, the cat-
egories “alive” or “dead” cannot distinguish between bugs that are very sick 
or perfectly healthy. In other words, “alive” or “dead” are noisy measures of a 
theoretical concept –​ “bug health” –​ useful but not perfect.
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This example raises important considerations for measurement and 
points to measurement as the initial stage of deploying a model on data, 
keeping in mind that models, or simplifications, are necessary to build 
understanding and generalize about the world. On the leading edge of 
measurement is the distinction between the unit of observation and the unit 
of analysis. Imagine we want to study how students perform across coun-
tries. We then gather student testing scores. For our purposes, the unit of 
observation pertains to the unit of data on which we construct measures. 
In this example, the units of observation are students or perhaps cohorts or 
classes of students because we gather observations on students and aggre-
gate them to the country level using various measures like a mean or 
median for each country. The units of analysis are the units to which we 
wish to extend inferences or conjectures –​ our generalizations. In this case, 
we want to distinguish student performance by country –​ so countries are 
the units of analysis.

Contrast this with our example of “bug health.” There, the units of 
observation and analysis are the same –​ bugs. There is more slippage when 
using students to conjecture about countries than using bugs to conjec-
ture about bugs. In each of the chapters below, readers should consider typ-
ical units of observation and units of analysis within each tradition. These 
considerations are paramount for understanding how we collectively might 
improve our measures to theorize about and understand the policy process. 
These distinctions hold regardless of the qualitative or quantitative nature 
of the research process. There is tremendous guidance in broader political 
science for thinking innovatively about maximizing observation to bring 
more weight to the conjectures we make about the unit of analysis (King, 
Keohane, and Verba 1994).

Choosing Indicators and Measures

The process of measurement involves two layers of choices. With each, the 
researcher makes consequential decisions about the amount of simplifica-
tion that will result, and by extension, the ability to generalize or make 
accurate conjectures. The process of measurement begins with a theoretical 
concept. For reference on the development of key concepts for each theor-
etical tradition, Theories of the Policy Process is a great launching pad. In prac-
tice, we often go from a key concept (e.g., policy change) to a measure (e.g., 
count of new laws). However, doing so conceals an intervening choice that 
is immensely consequential for the fit of our measurement to the concept –​ 
the choice of an indicator.

Figure 1.1 displays the relationship between concept, indicator, and  
measure (see Goertz 2006). On the left, the figure shows a conceptual chart,  
and the right shows the chart applied to the concept of policy change.  
Concepts are the components of frameworks and the endpoints for causal  
arrows in our theories. We start with a theoretical concept that we must  
measure, and the first choice we confront is what indicator of the concept  
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to use. Each concept will have multiple potential indicators (i.e., sources  
of data). For example, in policy change, we might choose laws or budgets,  
but there are many more indicators (e.g., regulations, personnel, networks,  
agendas, coalitions). With the choice of indicator, we have made our first  
abstraction from the concept –​ laws will be a better choice in some contexts  
and budgets in others, but neither perfectly reflects the concept of policy  
change. Yet, each allows us to simplify the concept and make conjectures  
about policy change given certain conditions. For example, major substan-
tive laws might change while budgets remain similar. Likewise, there could  
be drastic changes in budgets but very little change in substantive law.

Once we have chosen an indicator, we choose measurements constructed 
from observations in the indicator or source of data. Just as each concept 
has many potential indicators, the researcher may construct many potential 
measures from that indicator. In the example of laws, the analyst may choose 
to count the number of laws produced by a legislative body or examine the 
textual changes in new laws, comparing them to previous ones.

The reader will note that each choice of indicator and measures will allow 
generalizations that are better or worse in certain contexts. It should also be 
clear that each choice introduces noise in our efforts to represent the con-
cept accurately. For this reason, multiple indicators and multiple measures are 
often the optimal strategies. In the digital age, data are more available than 
ever before but often require time and resources or advanced programming 
skills to collect them. We encourage the reader to consider how the chapters 
treat indicators and measures and whether research designs within the theor-
etical traditions incorporate multiple indicators and measures.

When the authors choose indicators, what is their logic or justification 
for doing so? Being open-​minded and considerate about measurement is a 
major avenue for understanding and improving the approaches presented 
here. Attention to new indicators or innovative measures promises major 
advancements and contributions to the theories. This process of getting from 
a concept to a measure is often labeled operationalization. The fidelity of the 
measure to the concept is key to understanding the value we can place on 
our generalizations.

Policy Change

Annual Percentage 
Change Counts Textual Change

Laws Budgets

Concept

Measure 1 Measure 2 Measure 3

Indicator A Indicator B

Figure 1.1 � Concepts, indicators, and measures
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Validity and Reliability

The culmination of thinking about the choice of indicators, or sources of 
data, and measures is in evaluating the tradeoffs in generalizing about the 
policy process. The most pertinent dimensions are validity and reliability. We 
briefly cover these here as one of our chapters goes into great depth on the 
distinction as applied to data and measures –​ the reader would do well to 
consult Workman, Baumgartner, and Jones (2021) in Chapter 3.

In the basest sense, validity refers to how accurately a measure reflects 
some characteristic or quality of the data. Simply, is the measure correct? 
Face validity is the most straightforward of the variations –​ does the measure 
make sense in terms of its aims. Thus, a measure’s validity is an evaluation 
of whether the measure is fitted to its purpose, whether it adequately 
differentiates between objects that differ, and likewise characterizes objects 
with similar traits in the same way. There are many forms of validity, but all 
relate to whether the measure accurately reflects characteristics of the objects 
to which it is applied and allows researchers to distinguish one object from 
another.

Reliability refers to whether observations, cases, subjects, or similar items 
receive similar values on the measurement scale or similar classifications. 
Reliability is not just an important methodological consideration; it is an 
important logistical consideration in measurement design (see Workman 
2020). Arguments about validity tend towards the theoretical and conceptual. 
Researchers debate which measure is the “right” one given the theoretical 
concept. Where there is great debate about validity, reliability may become a 
pernicious problem. It is perhaps easiest to see this in classification and cat-
egorization systems.

Classification and categorization are fundamental to all scientific 
endeavors. Imagine a scenario where we attempt to code an object into a 
classification or categorization scheme. We assign a code and, over time, learn 
that, while we assign the “correct” code on average, there is a wide variance 
in the assignment of codes to an object of a given type or class. While we 
are right on average, we are very often wrong. In other words, reliability is 
low. In this case, the researcher is better off assigning the code that logistic-
ally is the most reliable. Without reliability in the assignment of the code, 
attaining reliability means re-​coding all observations again. With reliability, 
we can have an informed debate about the correct code after coding all 
observations. If we agree, we can reassign those objects to the agreed-​upon 
code en masse. Meanwhile, classification or categorization that is unreliable 
means coding all data anew.

In this way, debates about bias and reliability in open measurement systems 
differ from those in statistical modeling, where bias is often unknown or, at 
a minimum, is not transparent. The reader of the following chapters should 
consider both validity and reliability from a theoretical standpoint and the 
context of the traditions and norms of data collection and organization 
within each tradition. Both present theoretical and conceptual challenges 
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as well as logistical ones. Solving one does not necessarily mean assuaging 
the other. These considerations are even more important for the beginning 
researcher who is not privy to the standard procedures undertaken to collect 
and organize data within each theoretical tradition.

The reader will note that validity and reliability considerations are not 
confined to qualitative or quantitative research but are ubiquitous in all types 
of social inquiry. Whether the methodological approaches to follow rely on 
quantitative or qualitative designs is an important distinction as each has 
different ways of dealing with reliability and validity.

Above, we have argued that all research design is comparison. Addressing 
validity and reliability is always a key concern of measurement whether the 
research design aims at spatial or temporal comparisons. For the approaches 
to follow that examine temporal dynamics, reliability is an even greater con-
cern, since measurement requires backward compatibility to construct trends 
and must be attentive to measurement drift –​ this is all made more difficult 
amid changing language and definitions of measurements in society writ 
large (B. D. Jones 2016). Yet, again, the inevitable tradeoff returns –​ if the only 
reliable longitudinal measure for a concept inadequately represents that con-
cept, we might be enticed by the discovered longitudinal patterns, but those 
patterns might not offer valid conceptual or theoretical meaning.

In sum, consider how each theory treats time or temporal dynamics and 
the tradeoffs between reliability and validity in their measurements. Some 
approaches explicitly deal with temporal research designs, which are cen-
tral to theorizing and research design and emphasize reliability and val-
idity differently (e.g., Punctuated Equilibrium and PFT). Other approaches 
might have developed highly reliable measures for analyses across space and 
time, but at what loss of validity? The reader should note that the choice 
between spatial and temporal designs and balancing reliability and validity in 
measurements is just that –​ a choice. Even for approaches centered on tem-
poral designs, one gets only so far without comparing the dynamics of one 
system, country, institution, network, narrative, or coalition to another. We 
conclude this section by noting that measurement represents a major area for 
developing and refining theoretical traditions. In general, we find that policy 
process research would benefit by modeling less and measuring more.

Tools of Analysis

When discussing the tools of analysis, it is easy to immediately jump to 
thinking about statistical models, qualitative comparative analysis, pro-
cess tracing, network analysis, distributional analysis, and the like. However, 
more pertinent distinctions allow the reader to reason across chapters and 
approaches and not just within theoretical traditions. The advancement of 
knowledge about the policy process depends on what these tools of analysis 
can tell us in light of the comparisons at the heart of analyses.

We ask that the reader keep in mind these broad distinctions in analysis 
and think about how the different modes work within the methodological 
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approach presented in each chapter. Each will vary with the degree to 
which these motivate the work. They are essential in guiding analysis within 
projects and matter for understanding learning and refinement within each 
theoretical tradition.

Descriptive Versus Causal Inference

One might think that we would start with quantitative versus qualita-
tive research. We think this entirely unhelpful in the context of drawing 
conjectures about the policy process. Our concern is with methods that are 
systematic and generate descriptions, explanations of, or predictions about 
the world that are verifiable in empirical data. Both quantitative and quali-
tative research fit the bill. Throughout the chapters to follow, the reader will 
note points where quantitative researchers call for more qualitative work 
and vice versa. This is healthy and presages a bright future for the study of 
public policy with innovative new insights and refinements of our current 
understanding.

The goal of science of all types is to understand the world, how it 
works, and why it works the way it does. This broad aim can be broken 
into three component concerns –​ to accurately describe the world, reduce 
the complexity in our descriptions of the world to explain it, and use these 
explanations to forecast or predict phenomena. Each of these is important. 
One can predict phenomena without understanding them very well, for 
instance, but without description and explanation, generalizations about the 
world (the policy process for us) will be limited and leave the analyst vulner-
able to errors in other contexts.

Science is borne on the sibling endeavors of descriptive and causal infer-
ence. We engage in descriptive inference when describing something unob-
served from what we observe (King et al. 1994). Descriptive inference is 
inevitable in all social science research. We never observe everything, which 
then raises questions about the extent that we can infer something from the 
observed to the unobserved and the confidence in making such inferences. 
However, descriptive inference does not end with an accurate description of 
an observation, class of observations, or phenomenon. It also encompasses 
efforts to delineate these observations, classes, or phenomena from others. 
Throughout this volume, the reader will note the tremendous strides in 
understanding the policy process made through descriptive inference.

PET, for instance, made the leap from case studies to large-​scale 
examinations of public policy in part by descriptive inference –​ taking the 
distribution of policy outputs seriously. How do the output distributions of 
policy systems compare to one another, and what we might expect theor-
etically? They began with accurate description –​ what many considered to 
be policy output distributions with the shape of the theoretical “normal” 
distribution were not normal at all on close inspection. This theoretical and 
methodological leap was made possible by an earlier qualitative description 
of the destabilization of policy subsystems combined with visual displays of 
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the time trends around subsystem politics. These early case studies laid bare 
potential causal mechanisms for the distributions modern scholars examine.

To read academic policy journals is to understand that the step of descrip-
tive inference is often assumed away or buried beneath the burden of issuing 
a model and making a causal argument. In our view, the discipline does 
not take descriptive inference seriously enough. It is worth noting how the 
chapters to follow treat descriptive inference. Does it appear central to the 
development of methods and theory, or is it a precursor to causal inference?

Descriptive inference also relates to the discussion of measurement. In 
any methodological approach, researchers may use some measures that are 
created for the project at hand alongside others gleaned from secondary 
sources. Naturally, measures custom-​made for a given research design have 
greater internal validity for said design; however, there are costs regarding 
external validity and the ability to generalize across theories. Descriptive 
inference opens the door to synthesizing across theories.

For instance, the IAD Framework, the Ecology of Games Framework 
(EGF), and the Advocacy Coalition Framework (ACF) are all premised on 
identifying a polycentric system, subsystem, or action arena where actors 
engage the policy process. Tremendous work has gone into describing these 
conceptual elements that have empirical structure and implications. Each 
engages in descriptive inference in unique and innovative ways to iden-
tify a policy system, governance system, or institution. For example, when 
researchers specify polycentric governance systems and apply the EGF, great 
effort is necessary to accurately identify, describe, and bound the system 
empirically and geographically. These scholars do not measure all aspects 
of polycentric governance but rather observe what they can observe and 
infer the rest. The ACF offers various measures of advocacy coalitions using 
a variety of different designs to infer reasonably comprehensive descriptions 
of them.

For some approaches, descriptive inference is a prelude to causal infer-
ence. Causal inference seeks to make causal claims based on generalizations 
from empirical data. It is essential to remember our earlier discussion of the 
nature of social scientific models. There, we noted that most social scien-
tific theories are probabilistic rather than deterministic. The key takeaway 
from that discussion is that human individual and social behavior exhibits an 
element of randomness. Randomness means that we can attach probabilities 
to certain behaviors and outcomes but not specify them with certainty. This 
makes some uneasy but is necessary for accurate description and explan-
ation of human social systems. The source of uneasiness relates mainly to the 
ability of a theory and methodological approach to predict behavior. As we 
note above, prediction has little value where the system is not descriptive 
enough to foster explanation and understanding.

The logistical and ethical constraints on experimental design and the ran-
domness in human social behavior leave a portion of policy process research 
in the realm of quasi-​experimental causal research, especially research using 
quantitative techniques. Quasi-​experimental designs substitute statistical 
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control for experimental control. The quality of causal inference depends on 
the data and the nature of the quasi-​experimental research design. In terms 
of data, the reader will note that some of the chapters rely on samples of the 
population of interest (e.g., PFT). Others base analyses on entire populations 
of data (e.g., PET). When evaluating any research, the reader should pay 
close attention to the nature of samples used in drawing conjectures. Are 
samples randomly drawn from the population with weighting and balance 
as in studies of mass behavior (e.g., PFT), or are they stratified or purposive 
as is necessary for identifying governance systems (e.g., Advocacy Coalitions 
Framework)? There is also the larger question of what statistical analysis 
means on entire populations rather than samples –​ a question that the statis-
tical discipline itself has yet to work out fully.

Causal inference also implies attention to the logic of causality, including 
identification, though identification is not synonymous with causality (Kahn 
and Whited 2018). Identification implies establishing a covariation between 
a cause and effect, a temporal relationship between them, and control for 
other causes and conditions. We will assume that, for most studies, there is 
some correlation or covariation between a hypothesized cause and effect. In 
addition, all observed and unobserved links between a cause and effect (also 
called “causal mechanisms”) provide theoretical justification for the rela-
tionship. Thus, the conditions for identification of causality are merely our 
current best practices for making such claims. To be clear, theories in this 
volume do not assume direct observations of causality. Making causal claims 
essentially means setting up a research design and offering an argument for 
what we think might be a causal relationship. When it comes to causality, we 
never know for sure, and uncertainty always persists.

How each chapter treats time is extremely important for understanding 
causal arguments and claims. Measures that purport to reflect a cause cannot 
come to empirical realization in the stream of time before those tapping the 
effect. For example, an annual survey of public opinion that typically occurs 
in December cannot be argued to be a cause of behavior in January of the 
same year. Likewise, it is often the case that research designs attentive to 
temporal dynamics lead to modeling strategies that assume constant effects 
of some cause across time. However, policy dynamics teach us that this is 
unlikely. In fact, several of the chapters to follow explore the complex pro-
cess of feedback and dependence, contagion, and tipping points that lead to 
volatility in causal effects.

At the heart of this discussion of temporal design is the distinction 
between linear additive systems and complex, dependent systems (Simon 
1996). A linear additive system is the sum of its parts –​ understanding causal 
effects means isolating a part of the system and measuring its impacts. Much 
of physics and econometrics relies on the notion that systems have equilibria 
and can be parsed into linear additive components. The analog is an auto-
mobile. A skilled mechanic can isolate a problematic part, focus attention and 
effort on that part, and be assured of the effects of their endeavor. But the 
dependencies and hierarchies that structure policy dynamics are more akin 
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to a biological system like a body. For the doctor, causes are difficult to iso-
late due to dependent, overlapping systems. Furthermore, treating a specific 
system does not allow the doctor to map treatments to resulting outcomes 
straightforwardly. In this way, the policy process is more like biology than 
physics, at least at the stage where we theorize, model, and assess causality 
and outcomes.

Many of the chapters to follow explicitly conceptualize, measure, and 
analyze dependent processes. Feedback, an explicit form of dependence 
and endogeneity, characterizes both Punctuated Equilibrium and PFT. The 
networks lying at the center of the Ecology of Games are premised on recip-
rocal relationships (even if imbued with power) through time in determining 
governance arrangements and policy outcomes. In the ACF, policy change 
results from a special kind of dependence –​ competition within subsystems 
among advocacy coalitions such that actors learn from strategies and scien-
tific and technical information. The Multiple Streams Framework (MSF) 
envisions separate systems for problems and politics such that outcomes are 
explicitly dependent on the coupling of independent systems. Innovation and 
Diffusion models suggest that subnational policy results from monitoring, 
mimicking, and learning from other actors or states under various conditions.

Dependence and Endogeneity

Policy processes are dependent on at least two layers. First, dependence 
comes from government hierarchy and the interdependence and overlap of 
jurisdictions. Features of government systems like federalism and overlap-
ping jurisdictions induce dependency across levels. Even when jurisdictions 
do not overlap, policy diffusion and contagion foster dependency in policies 
and outcomes (see the chapter on Diffusion and Innovation and arguments 
about polycentricity in EGF and the IAD Framework).

The substantive nature of problems overlaps with governance features 
to add a layer of dependence. Many emergent policy problems are ill-​fit 
to existing governance structures, subsystems, or networks (Lewallen 2021; 
Workman 2015, pp. 116–​123; May, Workman, and Jones 2008). These 
problems engage multiple venues of policy-​making and multiple levels of 
government. Climate change is an excellent example –​ it engages govern-
ance structures and actors at multiple levels across agriculture, environmental 
policy, energy, and transportation, to name a few. If scholarship takes the 
Anthropocene seriously, then dependence is increasing not just among social 
systems but also among human social and natural systems.

The statistical terminology for much of this is endogeneity. Endogeneity 
refers to dual causality or a statistical inability to distinguish causal ordering. 
Endogeneity is worrisome for the statistical analyst and especially the causal 
modeler. Though worry we will, dependence and endogeneity are a feature 
of social systems rather than an aberration. Statistical modeling techniques, 
especially in econometrics, deal with endogeneity by incorporating tem-
poral designs to suss causal ordering and feedback. Network analysis, most 
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prominent in the chapter on the EGF, takes endogeneity at face value, dealing 
with it by examining the structure and organization of policy networks. 
Like the one on PFT, other chapters take as a given that policies, them-
selves a product of mass political behavior, feedback into and mold that same 
behavior.

Qualitative researchers deal with endogeneity by paying careful 
attention to describing and specifying causal mechanisms. Addressing causal 
mechanisms is long thought to be a strength of qualitative research where 
researchers spend time and resources comparing causal events, actors, and 
process-​tracing policy outcomes. In each chapter to follow, the reader will 
note points in their development where qualitative work would prove par-
ticularly useful in advancing theory.

Visualizing Data

Finally, the reader will note that visualization plays a more prominent role 
in methodological approaches and methods than ever before. Some of the 
chapters make extensive use of figures. For example, the EGF comes to life 
in its depictions of the networks that form the fabric of polycentric gov-
ernance systems. PET relies on visualizing trends in attention to various 
policy topics. These approaches to visualizing data are not throwaway elem-
ents of analysis but form the core methods for supporting theories. Each is 
developed for dealing visually with the types of concerns we discuss above.

The reader should pay careful attention to each figure and table. Hidden 
beneath lessons about approaches to methods and methodology in these 
chapters is a practical set of lessons about presenting and communicating 
research results. Note that figures appear as ways to simplify and communi-
cate theory and conceptualization and tools for communicating results.

Upon reading this volume, the reader will follow the trail of citations and 
compose and organize a manuscript that is consistent with common practice 
in each of the theoretical traditions covered here. We encourage all readers, 
especially beginning researchers, to be attentive to these practical lessons as 
they familiarize themselves with the presented approaches.

Up Ahead

Our roadmap concludes with a preview of what is up ahead. Our chapter 
ordering follows that found in the Theories of the Policy Process. For each 
chapter, consider the points we raise above. The concluding chapter will 
return to many of these themes and situate them within the broader endeavor 
of science. The reader should also begin to imagine how they might improve 
on the approaches presented here –​ that is, after all, part of the point of such 
a volume –​ to spur refinement and innovation from a place of understanding.

In Chapter 2, Zohlnhöfer, Herweg, and Zahariadis, (2021) detail the rich 
theoretical application of the MSF. This chapter gives the reader an overview 
of a qualitatively lively and rich set of studies that has expanded considerably 
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in the comparative context. Their central concerns for the future develop-
ment of the MSF relate to standards of measurement and common, shared 
conceptualization. Even in qualitative research, their assessment calls for 
aggregating the rich case studies of policy change to drive generalizations 
and the future of the approach.

In Chapter 3, Workman, Baumgartner, and Jones (2021) discuss the meth-
odological approach and development of PET. They tease out the tradeoffs 
inherent in measurement related to validity and reliability, especially in 
systems of classification and categorization. They also detail how to extend 
the Comparative Agendas Project (CAP) to other contexts and finer levels of 
detail. They cover the general distributional approach to quantitative analysis 
and relate it to the key elements of the theory. The reader will find a wealth 
of citations for further exploration of key areas. They conclude their chapter 
with a call for collegiality in adapting content coding systems and for more 
qualitative work that addresses key issues and causal mechanisms.

Chapter 4 addresses PFT. SoRelle and Michener (2021) argue for renewal 
in Lowi’s (1964) premise that policy causes politics. They sketch the meth-
odological approach as applied to mass publics interacting with government 
policies and programs. The approach addresses how policies influence mass 
political behavior generally and has particular advantages for understanding 
social justice, inequality, and minority politics. They illuminate the key 
challenges faced by measuring mass behavior, government programs (for 
which interaction is ongoing), and the difficulties of attaining data. This 
chapter addresses these and lays out a strategy for overcoming them in future 
research. It summarizes the major data sources and techniques of analysis.

In Chapter 5, Henry, Ingold, Nohrstedt, and Weible (2021) explore the 
methods and methodological approach in the ACF. This chapter goes into 
depth on typical units of analysis and how to bound a study. They develop a 
lexicon to understand key concepts and ideas and how they attach to meas-
urement strategies with step-​by-​step recommendations. They conclude their 
chapter with calls for transparency and efforts to standardize at least some 
elements of approaches. This endeavor will be key for future advancement of 
the theoretical tradition for a framework so widely applied.

In Chapter 6, Jones, McBeth, Shanahan, Smith-​Walter, and Song (2021) 
develop the methodological approach and associated methods of the NPF. 
They specify their assumptions that support NPF research and the latest 
methods for data collection and analysis. Given the research questions or 
objectives, this chapter provides an overview of varied research designs for 
moving forward at micro, meso, or macro levels of analysis. As with many 
chapters in this volume, measurement is critical, and this chapter devotes 
space to operationalizing NPF concepts. Finally, the chapter concludes with 
ideas for future research.

Chapter 7 traces the methodological development of Innovation and 
Diffusion. In this chapter, Karch (2021) examines how the study of policy 
diffusion has evolved from early considerations of likeness or nearness geo-
graphically. The approach has made strides with measurement and evolved 
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alongside the interconnectedness of policy and governance structures. In 
particular, this chapter aims for the indeterminate nature of supposed causal 
mechanisms as they attach to observed diffusion. Karch also tackles thorny 
methodological problems related to sample bias and understanding unob-
served policies that do not diffuse. A key concern for the literature moving 
forward is how it addresses similar processes ongoing comparatively or 
cross-​nationally.

In Chapter 8, Schlager, Siddiki, and Cox (2021) explore IAD as it has 
evolved methodologically. The IAD was developed to study problems 
related to collective action and self-​governance, and the theoretical trad-
ition excels in this regard. With the ACF in Chapter 5, these approaches 
offer a wealth of lessons for bounding a study and rooting it in the action 
of the engaged public and policy actors on the ground with authority to 
alter policy dynamics. They note that the case study is the main engine 
of analysis and remains the most versatile, but they explore the promising 
experimental research designs emerging in recent studies. The major innov-
ation in recent work is the development and deployment of the institutional 
grammar tool –​ its value increasing with modern approaches to computing 
and machine learning.

Finally, Chapter 9 examines methodological development within the 
EGF. Lubell, Hamilton, Mewhirter, Vantaggiato, and Berardo (2021) give 
us what is likely the best illumination of complexity and dependence in 
the inner workings of policy and governance systems. Network analysis is a 
key engine for the EGF. These studies come at complexity and dependence 
head-​on. They note that there are key questions relating to evolving com-
plex systems. The temporal dynamics of such systems present tremendous 
problems for data collection –​ most significant time and resources. They note 
that the tradition would also benefit from expansion into other substantive 
realms beyond environmental governance.

We conclude in Chapter 10 with themes across the methodological 
traditions. We use what we have learned to discuss four principles for con-
tributing scientific knowledge to our understanding of the policy process. In 
particular, we discuss how we can collectively be better in generating know-
ledge that is sound and derived from clear, rich methodological traditions. 
We finish with the notion that science is a creative endeavor, and as such, we 
should understand how we bring ourselves into our research.

To close this introduction, we want to remind readers of the reasons for 
doing any of this. As a social science, our goal is to develop knowledge about 
policy processes. While we conduct our science through the interplay of the-
ories and methods, our continued progress hinges upon the people involved 
and the course and cover of our collective dialogues and engagements. With 
certainty, this volume will not be the final word on the methods of the 
policy process. But, more provisionally, it might prompt more words about 
methods in our discussions and lead to improvements in our science and 
contributions to societies.
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Notes

	1	 We use “theories” generically to represent any research approach to focus the 
scope of inquiry, help specify assumptions, and define and relate concepts. This 
includes the possibility of establishing various relational forms, such as hypotheses 
or propositions. See Weible (2018, p. 1) for elaborations.

	2	 In this volume, we refer to policy process research or policy process studies as 
the field which consists of theories and methods of the policy process. Of course, 
policy process studies are broader than these theories and methods.

	3	 Whereas methods refer to the tools and techniques for conducting research, 
methodologies refer to the justification or rationale for choosing methods, a dis-
cussion point to which we return in the conclusion.

	4	 Chris Adolph at the University of Washington was famous for this example in 
statistical courses on measurement. It is illustrative of the slippage that happens 
during observation and measurement and helped one of us understand these 
things immensely.
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Streams Study
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Nikolaos Zahariadis

Introduction

The Multiple Streams Framework (MSF) is one of the most frequently 
applied approaches to study the policy process. Recent reviews (Jones et al. 
2016; Rawat and Morris 2016) have found literally hundreds of empirical 
applications. One reason for the success of the MSF is probably its easy 
accessibility and the high prima facie plausibility of its concepts and basic 
ideas. The metaphors in Kingdon’s (1984) book (streams, primeval soup, etc.) 
“are very powerful and have great purchase” (Béland and Howlett 2016, 
224) because they help to get an idea of how policy processes work.

Nonetheless, the framework’s strength is also its main weakness because 
these metaphors have not been translated into a commonly shared 
understanding, definition, and operationalization in empirical MSF studies. 
On the contrary, critics stress that a great part of the MSF literature is 
characterized by isolated case studies that barely talk to each other and, con-
sequently, hinder knowledge accumulation (Cairney and Jones 2016). Worse 
still, while scholars “use the same vocabulary they do not all share the same 
definition of concepts” (Jones et al. 2016, 30). The bottom line is that too 
many empirical MSF studies lack a conceptual and methodological founda-
tion that would allow assessing the framework’s explanatory potential.

This chapter aims at providing readers with the means to conduct a reli-
able MSF study. The question of how MSF hypotheses should be tested 
and how individual concepts should be operationalized has received hardly 
any scholarly attention (as an exception, see Engler and Herweg 2019 for 
quantitative MSF studies). We are not aware of any papers that deal with the 
methods of MSF case studies and provide suggestions on how to conduct 
them. Hence, in this chapter, we report what we consider best practices from 
the literature while in some instances we also suggest new paths. Therefore, it 
is to some extent explorative and we hope to spark a debate about how best 
to conduct MSF research. Moreover, due to space restrictions we focus on 
how to analyze agenda-​setting from an MSF perspective only. We are confi-
dent that scholars will be able to transfer our methodological suggestions to 
the analysis of decision-​coupling.
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We proceed by discussing what to consider when developing a research 
question (Section “Develop Your Research Question(s)”), how to translate a 
research question into MSF hypotheses (Section “Specify MSF Hypotheses”), 
how to operationalize these hypotheses (Section “Operationalization Issues”), 
and, finally, how to test them empirically (Section “Choose the Method 
that Best Matches Your Research Interest”). We conclude with suggestions 
for future MSF research designs (Section “The Way Forward to Empirically 
Sound MSF Studies”).

From Theory to Application: Steps to a Solid MSF 
Analysis

Develop Your Research Question(s)

Kingdon (1984, 3) starts from the following research questions: “[W]‌hy [do] 
some subjects become prominent on the policy agenda and others do not, and 
why [are] some alternatives for choice […] seriously considered while others 
are neglected?” At the heart of these questions are two different dependent 
variables: the selection of alternatives and the actual agenda change.

However, since its initial publication, the MSF has been extended to fur-
ther policy stages, such as decision-​making or implementation. Resulting 
from these extensions, the MSF also covers the following research questions: 
Why does a policy get adopted? Does the policy adopted differ from the 
original proposal, and if so, why? Which factors make it more probable that 
policy implementation is successful? Consequently, MSF analyses can also 
choose policy change or the implementation output as dependent variables.

Finally, researchers might focus on specific elements of the framework, 
for instance, on policy entrepreneurs’ success metrics or how the activities of 
problem brokers (Knaggård 2015) in the problem stream influence problem 
recognition. Another example concerns the causes or consequences of open 
policy windows. These foci go along with different dependent variables, 
namely policy entrepreneurs, problem recognition, and the occurrence of 
policy windows.

While it is possible to conduct MSF-​guided analyses explaining any of 
the above-​listed dependent variables, it may become necessary to adjust the 
form or structure of causal mechanisms that link the dependent variable 
with one or more independent variables. The causal mechanisms that apply 
for agenda change and the selection of alternatives cannot be transferred 
one to one to policy adoption, for example. There are a number of helpful 
papers discussing these issues (for an overview, see Herweg, Zahariadis, and 
Zohlnhöfer 2018), so scholars do not need to start from scratch, but it may 
not always suffice to start out from Kingdon’s landmark book alone.

Next to deciding which dependent variable to analyze, researchers must 
specify their unit and level of analysis. Remember that Kingdon (1984) 
derived his ideas inductively from observations of agenda change at the fed-
eral level of the United States, so his generalized propositions are tailored 
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to explain agenda-​setting in this specific institutional setting. Consequently, 
applying it outside the framework’s initial scope requires addressing how 
this transfer affects the MSF’s setup. One important aspect is the difference 
between democracies and non-​democracies. Researchers analyzing non-​
democracies must address how the framework’s key concepts need to be 
adapted before conducting an MSF-​led analysis. For example, the national 
mood or balance of interest groups may not be as important in China (but 
see Liu and Xu 2021). Instead, some propose “political attention” (Mu 2018, 
4–​5), understood as the policy goals of central government and the institu-
tional context they create in terms of goal conflict and hierarchical authority.

However, even when applying the MSF to democracies other than 
the US, researchers should critically assess whether different institutional 
contexts require modifying the framework. Herweg, Huß, and Zohlnhöfer 
(2015), for instance, provide recommendations on how to factor differences 
between presidential and parliamentary systems in the MSF and highlight 
the prominent role of political parties in the policy and the political stream 
of parliamentary democracies. Similarly, Sanjurjo (2020b) discusses in detail 
which adjustment needs arise if researchers apply the MSF to Latin American 
politics.

By the same token, applying the MSF to the non-​national level of analysis 
(e.g., subnational or inter/​supranational level) may require adaptations. For 
instance, if the research question deals with agenda change in the European 
Union, the political stream may need adjusting. Again, these issues have been 
discussed in the literature already (e.g., Herweg 2016b, Zahariadis 2008).

In a nutshell, developing an MSF research question includes (i) discussing 
explicitly whether and where the framework requires adaptations, (ii) identi-
fying functional equivalents of key concepts, and (iii) spelling out how these 
concepts are connected causally (see Box 2.1). In the next section, we focus 
on the latter challenge: Formulating MSF hypotheses.

Box 2.1  Developing your MSF research question(s)

(1)	 Specify your dependent variables

	• Selection of alternatives
	• Agenda change
	• Policy change
	• Implementation output
	• MSF key elements (e.g., activities of policy entrepreneurs, 

occurrence of policy windows)

(2)	 Specify your unit(s) of analysis

	• Democracies
	• Non-​democracies
	• Else (e.g., international organizations, policy communities, …)
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(3)	 Specify your level of analysis. Levels of analysis the MSF has already 
been applied to:

	• National
	• Subnational
	• Supranational
	• Else (e.g., parties)

(4)	 If you apply the MSF outside its original scope, explicitly deal 
with the following issues:

	• Discussion of adaptation requirements
	• If required, identification of functional equivalents of the 

framework’s key concepts
	• If required, statement how these key concepts are connected 

causally.

Specify MSF Hypotheses

Specifying testable hypotheses is fundamental for every good research 
program (King, Keohane, and Verba 1994). Hypotheses help empirical 
research in at least two respects. First, hypotheses structure empirical ana-
lyses. They define what the relevant actors and causal mechanisms are and 
how they interact to produce a specific outcome (e.g., a stream becoming 
ready for coupling or agenda-​change occurring). Thus, they help researchers 
avoid simple storytelling by checking whether the theoretically derived 
expectations can be detected in the empirical material. Second, hypotheses –​ 
together with appropriate operationalizations –​ allow researchers to define 
in advance which evidence would lead them to conclude that the theory 
is corroborated –​ and, more importantly even (King, Keohane, and Verba 
1994), which observations would lead us to reject an expectation of a theor-
etical framework. Thus, formulating hypotheses is an important instrument 
to avoid confirmation bias by presenting the material in a way that allows 
corroborating the theory.

Much research in the MSF tradition indeed has failed to produce explicit 
hypotheses. This may have to do with the fact that the vast majority of 
relevant studies were studies of individual cases (Jones et al. 2016; Rawat 
and Morris 2016). It is at least open to debate whether or not it makes 
sense to formulate explicit hypotheses in these kinds of studies because a 
single case cannot be used to reject a (nondeterministic) hypothesis. Neither 
would the success of a hypothesis in a single case increase our trust in that 
hypothesis substantially. Nonetheless, for the reasons discussed above, even 
single case studies can benefit from formulating explicit hypotheses (or, to 
be more humble: theoretical expectations). Being explicit about theoretical 
expectations does not only promise benefits for the individual case study, 
though. It may also allow aggregating the findings of the individual cases: 
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While we might not be very impressed if a single case study corroborates a 
specific hypothesis, it may be much more convincing if the same hypothesis 
is confirmed empirically more frequently.

While most MSF-​related studies have abstained from using explicit 
hypotheses (Jones et al. 2016), there is nothing in the MSF that would keep 
us from constructing hypotheses from the framework. To the contrary, while 
some earlier studies have pioneered the deduction of MSF hypotheses (e.g., 
Blankenau 2001; Boscarino 2009), in the recent literature, a number of gen-
eric hypotheses, i.e., hypotheses that are not specific to individual cases, have 
been suggested (Herweg, Huß, and Zohlnhöfer 2015; Herweg, Zahariadis, 
and Zohlnhöfer 2018). Among these, the core hypothesis, which sums up 
the central idea of the MSF, is the following: “Agenda change becomes more 
likely if (a) a policy window opens, (b) the streams are ready for coupling and 
(c) a policy entrepreneur promotes the agenda change” (Herweg, Zahariadis, 
and Zohlnhöfer 2018, 30). Other hypotheses deal with developments in the 
individual streams, about the policy window or the policy entrepreneur. Box 
2.2 summarizes the generic hypotheses on agenda-​setting. Other hypotheses 
discuss decision-​coupling, i.e., the processes taking place after the decision 
agenda has changed (Herweg, Zahariadis, and Zohlnhöfer 2018). Still others 
are more detailed, discussing individual elements of the framework like the 
relation between the structure of the policy community and the pace and 
scope of new policy proposals in the policy stream (Zahariadis 2003).

In sum, scholars should definitively deduce hypotheses from the MSF in 
their empirical work –​ even if they are only conducting single case studies. 
Hypotheses will help prevent storytelling and a confirmation bias in the 
study. Moreover, we encourage researchers to employ somewhat established 
hypotheses that have been suggested in the literature already. We do not 
deem established hypotheses necessarily to be better suited or empirically 
more appropriate than hypotheses each individual researcher could come 
up with. Rather, to develop MSF further and refine the framework and the 
current hypotheses, it makes sense to start from established expectations, 
which researchers can amend or modify in the light of new empirical data. 
The point is to replicate hypotheses in similar environments or to expand/​
adapt (or not) their applicability in unexpected settings. In either case, the 
hypotheses acquire greater analytical weight and promote knowledge accu-
mulation. This will allow the scholarly community to define scope conditions 
for some hypotheses and refine others.

Box 2.2  MSF hypotheses on agenda-​setting

Hypothesis for the framework as a whole
Agenda change becomes more likely if (a) a policy window opens, 

(b) the streams are ready for coupling, and (c) a policy entrepreneur 
promotes the agenda change.
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Hypotheses for the framework’s key elements
Problem stream
A problem broker is likely to be more successful in framing a 

condition as a problem, the more an indicator changes to the 
negative, the more harmful a focusing event is and the more 
definite a government program does not work as expected.

Political stream

Policy proposals that fit the general ideology of a government or 
majority in legislature have a better chance of gaining agenda status.

Policy stream

If a policy proposal does not fulfill the selection criteria, the 
likelihood of gaining agenda status, and thus being coupled, 
decreases significantly.

As the integration of policy communities decreases, it becomes more 
likely that entirely new ideas can become viable policy alternatives.

Policy window

The policy window opens in the problem stream due to at least one 
of the following changes: change of indicators, focusing events, or 
feedback.

The more a condition puts a policy-​maker’s reelection at risk, the 
more likely it is to open a policy window in the problem stream.

The policy window opens in the political stream due to at least one 
of the following changes: changes in legislature, election of a new 
government, a change in the national mood.

Policy entrepreneur

The policy entrepreneur is more likely to successfully couple the 
streams during an open policy window, (a) the more access to core 
policy-​makers she has and (b) the more persistent she is.

Source: Herweg, Zahariadis, and Zohlnhöfer (2018, 30).

Operationalization Issues

Because many key MSF concepts are not clearly defined in Kingdon’s (1984) 
landmark book, they lack analytical precision. Hence, scholars who wish to 
apply the MSF empirically need to pay particular attention to the defin-
ition of the key concepts and to specifying and justifying their respective 
operationalizations. We discuss the key MSF concepts in turn, starting 
with the three streams and then looking at the policy window, policy 
entrepreneurs, and coupling. Note, however, that it is neither possible nor 
necessary to collect all of the data mentioned below for every research pro-
ject. Time and money are scarce resources for all scholars, and the word limits 
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of journal articles often do not allow for presenting these data. Therefore, 
in many cases, the secondary literature may provide usable data for some 
MSF elements. Other cases may be so unambiguous (e.g., 9/​11 as a focusing 
event for law-​and-​order projects) that it will not be necessary to put a lot of 
effort into further data collection. Nonetheless, depending on their research 
question, scholars should consider the variables we discuss in the following.

The Problem Stream

According to the MSF, the problem stream consists of all conditions that 
policy-​makers or people around them perceive as problematic. To cap-
ture policy-​makers’ attention, conditions must become known to them. 
According to MSF thinking, this happens via one or a combination of the 
following attention generating mechanisms: indicators, focusing events, and 
feedback. Moreover, and particularly important for our purposes, there are no 
objective problems but only socially constructed ones. Consequently, there 
need not be a strong correlation between “objective” problem indicators and 
developments in the problem stream.

To make it on the agenda, conditions must be framed as public problems. 
This frame has to be popularized and policy-​makers must be convinced that 
certain conditions deserve attention and possible action. In this regard, the 
problem broker is pivotal. The problem broker is defined as an actor who 
“frame[s]‌ conditions as public problems and work[s] to make policy makers 
accept these frames” (Knaggård 2015, 450). It is important to keep in mind 
that problem brokers (and conditions looking for political attention) are in 
competition for policy-​makers’ attention. Hence, scholars should consider 
the conditions under which a problem makes it on the agenda.

To operationalize the problem stream empirically, researchers must 
check whether indicators, focusing events or feedback draw policy-​makers’ 
attention to a specific condition. Which kind of attention generating mech-
anism is relevant, varies with the research question and policy field. Indicators 
can direct policy-​makers’ attention to an issue if the level of an indicator 
changes markedly (e.g., a rise in the housing affordability index draws 
attention to the state of the housing market; see Tiernan and Burke 2002). 
Second, focusing events include disasters (e.g., floods, see O’Donovan 2017), 
crises (e.g., the 2003–​2005 Stability and Growth Pact crisis, see Saurugger 
and Terpan 2016), personal experiences (e.g., importance of obesity-​related 
personal health problems of leading politicians for evaluating childhood 
obesity as problematic, see Craig et al. 2010), and symbols (e.g., Knut, the 
polar bear born in the Berlin Zoo, was used as a symbol for global warming; 
see Brunner 2008). The third path to generate attention, feedback, can occur 
via formal channels such as systematic monitoring and evaluation studies or 
informal channels such as feedback from the bureaucracy.

Nonetheless, as suggested above, problems usually contain a “percep-
tual, interpretive element” (Kingdon 1984, 115). Therefore, only pointing 
to some “objective” problems will not always be enough; rather, researchers 
will need to demonstrate that actors were aware of a condition and that they 
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indeed thought it necessary to deal with this problem politically. Potential 
sources for these kinds of perceptions are interviews with key actors, their 
speeches or memoirs, but also the minutes of specific commissions (for the 
latter, see Sanjurjo 2020a).

In some cases, problems are so large that they “simply bowl over every-
thing standing in the way of prominence on the agenda” (Kingdon 1984, 
101); this is usually reflected in the salience of the issue among the electorate 
(at least in a democracy) at a given point in time. Likewise, if a government 
runs the risk of failing to attain a major goal (e.g., a core election promise), the 
situation will likely be viewed as problematic. In instances like these, even in 
the absence of an explicit quote from the relevant policy-​makers, researchers 
can argue that doing nothing was not an option and that policy-​makers were 
highly likely to have perceived the respective condition as a problem. In these 
cases, researchers should at least explicate which circumstances make it likely 
that policy-​makers considered a condition a policy problem.

In some, above all in quantitative MSF applications, it will not always 
be possible to use data that reflect policy-​makers’ views of a condition as 
a problem. So, existing indicators like unemployment rates, poverty rates, 
or greenhouse gas emissions in principle can be used. The choice of an 
“objective” indicator becomes less convincing, however, the less politically 
salient and the less prominent the respective indicator is. Unemployment, 
for example, is usually a highly salient indicator. Hence, it is likely that 
governments may want to respond to an increase in joblessness. Biodiversity, 
however, may be a much less obvious problem indicator in many contexts. 
Therefore, authors should justify their choice of problem indicator by 
arguing why it is plausible that policy-​makers should have perceived the 
specific indicator as indicating a policy problem to which they should attend. 
DeLeo and Duarte’s (2021) article on the US opioid crisis provides an excel-
lent example: the authors show that the indicators they choose are the only 
ones the relevant government department reports on its website and corrob-
orate their choice using expert interviews.

Alternatively, researchers could follow Engler and Herweg’s (2019) 
suggestion to look at media coverage about specific issues. The more the 
media speak about an issue, the more likely it should become a public 
problem. The same could be said about public opinion in the form of survey 
questions about the most important problem in a country. These data are 
publicly available at least for some countries, for example, in the Comparative 
Agendas Project. Media data can also be self-​coded with the help of com-
puter software (Soroka and Wlezien 2019).

If researchers examine how different issues compete for policy-​makers’ 
attention, they must explain why one specific problem received attention 
and not another. Explanations could refer, for instance, to the electoral rele-
vance or the magnitude of the problem. Again, data on media reporting or 
opinion polls on the most important problems could be used to specify which 
other issues competed with the condition under study at a specific point in 
time and how much space was left for the issue of interest to the researcher. 
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For example, Sanjurjo (2020a), in his study on gun control policies in Latin 
America, used surveys on the most important problems to show at which 
points in time the issue of internal security was high on the public agenda 
and thus required policy-​makers’ attention. If scholars are investigating very 
prominent conditions like the economic situation, unemployment, etc. or very 
important focusing events (9/​11, Covid-​19 pandemic), it may be less important 
to point out that there was enough agenda space for the issue. If, however, one 
is looking into forest or agricultural policy, that is, issue areas that are rarely in 
the public’s eye, one should make plausible that there was agenda space left for 
the issue. Hence, to analyze the problem stream researchers must document 
which indicators, focusing events, and/​or feedback attracted policy-​makers’ 
attention to conditions which at least one problem broker managed to frame 
as problematic. If the analysis reveals that there is such a condition, the problem 
stream is ready for coupling. When we discuss policy windows, we address how 
a problematic condition leads to the opening of a problem window.

The Policy Stream

When analyzing the policy stream, researchers must identify the relevant 
policy community, its members and structure, the ideas it generates, and the 
softening-​up process these ideas must survive.

A policy community “is mainly a loose connection of civil servants, 
interest groups, academics, researchers and consultants (the so-​called hidden 
participants), who engage in working out alternatives to the policy problems 
of a specific policy field” (Herweg 2016a, 132). Herweg (2016a, 132) suggests 
that an “actor’s engagement in working out policy alternatives” should 
serve “as a distinction criterion for being considered a policy community’s 
member.” If a person contributes ideas that other members are aware of,  
(s)he can be regarded a member of the policy community. Given the loose 
connection between the members, most scholars define the policy commu-
nity only vaguely. For instance, in his analysis of urban road pricing, Dudley 
(2013) refers to those actors that propose solutions to road congestions as 
members of the policy community. In other cases, scholars were able to 
delineate policy communities more precisely. For example, the European gas 
policy community analyzed by Herweg (2016a, 2017) was to a substantial 
degree created by the European Commission. Consequently, a specific forum, 
the Madrid Forum, existed in which the policy community started exchan-
ging views. Münter (2005), in his book-​length account of British devolu-
tion policies in the 1970s and 1990s, looks at very different sources. For the 
(failed) attempt to devolve competencies in the late 1970s, he compiled 
the policy community’s members and their proposals by analyzing various 
green books, white books, reports of party commissions, and bills. In con-
trast, in the 1990s, all proponents of devolution for Scotland assembled in the 
Scottish Constitutional Convention. Therefore, Münter uses its proceedings 
and final report to identify the respective policy community and to recon-
struct the softening-​up process. If no such focal points for the deliberations 
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can be identified, scholars could start by collecting relevant policy proposals 
(e.g., in parliamentary hearings) and follow the interactions between the 
various actors. Ideally, researchers can apply a discourse network analysis 
(Leifeld 2020), for example, based on newspaper articles or statements in 
social media, in order to analyze systematically the relations between the 
members of the policy community.

Alternatively, researchers could rely on expert surveys (see Novotný, 
Satoh, and Nagel 2021). Identifying key actors in the policy stream should 
pose no problem and researchers could then ask these actors with whom 
they interacted, whom they sent information, and from whom they received 
relevant information. This procedure does not only allow identifying all rele-
vant actors (and thus a policy community’s size) but also enables scholars 
to assess the centrality of actors in the policy stream. Those people who 
are named frequently are likely to be more important than those who are 
mentioned only a few times. Moreover, scholars can employ these data in a 
policy network analysis to explore the policy community’s structure, i.e., the 
degree of a policy community’s integration: Is everybody talking to every-
body else or are there two or more camps? Nonetheless, this procedure is 
highly resource intensive and its success critically depends upon the willing-
ness of the policy community’s members to answer the survey. Therefore, the 
procedure is unlikely to be applicable in single-​authored studies, in studies 
that seek to apply the whole framework (rather than just the policy stream) 
and in comparative studies. In these cases, a discourse network analysis based 
on publicly available written sources is probably preferable.

Once the policy community’s members and its structure are identified, 
scholars must specify which ideas the policy community has developed and 
analyze the softening-​up process, i.e., the process by which policy proposals 
are discussed, rejected, or amended. Relevant sources, which may help recon-
struct the softening-​up process, are policy papers, minutes of committees or 
working groups, publications in specialized periodicals, committee hearings, 
newspaper coverage in salient cases, and expert interviews with individual 
members of the policy community.

Note that it may not be necessary to trace specific ideas back to their 
very origin. Sometimes it is important to follow the development of policy 
alternatives in a detailed fashion (e.g., to understand why a specific proposal 
popped up), while at other times it may suffice to contend oneself with 
establishing that certain ideas fulfill the criteria of survival. MSF expects that 
when ideas meet these criteria, they are more likely to become viable policy 
alternatives. The criteria include technical feasibility, value acceptability, tol-
erable costs, and receptivity among decision-​makers.

Researchers should assess empirically to what extent policy proposals sat-
isfy the criteria of survival from the perspective of the policy community’s 
members. This can be done by analyzing the discourse among policy experts. 
If, for example, policy experts in a parliamentary hearing do not question 
that a policy is technically feasible, we can conclude that it fulfills that spe-
cific criterion. Moreover, sometimes scholars can assume the fulfillment of 
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specific criteria present without going into the details of the softening-​up 
process (unless there is evidence to the contrary). For example, if the policy 
under study is regulatory in nature, we can assume that costs are tolerable. 
Similarly, if there is clear evidence that certain policy-​makers have signaled 
their interest in a proposal, decision-​makers’ receptivity is present without 
being explicitly stated in the policy community’s exchanges.

Value acceptability is difficult to ascertain, especially if some in the 
policy community are skeptical while others are enthusiastic. There is no 
consensus on how large the support for a proposal has to be among the 
policy community, largely because the answer varies by community. In more 
integrated communities, actors are included in the process and may even act 
as veto players (Zahariadis 2003; Zohlnhöfer, Herweg, and Huß 2016). Side 
payments or institutional manipulation to garner political support  are rea-
sonable indicators of value acceptability (Zahariadis 2021).

It is clear that a proposal does not need unanimous (or even majority) 
backing in the policy community to be considered a viable policy alter-
native. In principle, the policy community can be divided between two or 
even three proposals. But when can these proposals be regarded as viable 
policy alternatives? When does the softening-​up process come to a (tem-
porary) end? We suggest that this is the case when most of the policy experts 
have made up their minds and back one proposal. If many policy experts 
are undecided and do not explicitly back one policy proposal, no viable 
policy alternative exists and coupling should be difficult. If, however, many 
members of the policy community have endorsed one (although not neces-
sarily the same) proposal, we can assume that the softening-​up process has 
produced at least one worked-​out alternative that is ready for coupling. If 
more than one proposal is supported by a sizable share of the policy commu-
nity, two (or more) viable options exist.

The policy stream can be considered as ready for coupling if at least one 
alternative is available that meets the criteria of survival.

The Political Stream

The political stream consists of three elements in democracies: the govern-
ment and parliament, interest groups, and the national mood. The guiding 
question is whether these elements support the rise of an issue on the gov-
ernmental agenda. We will discuss how to operationalize the elements of the 
political stream in turn.

Although policy-​makers are assumed to have unclear policy preferences, 
the ideological affiliation of politicians may provide researchers with a rough 
idea of a proposal’s political appeal. Relatedly, in many cases, parties or 
policy-​makers “own” certain issues, i.e., voters tend to view specific actors as 
particularly competent in dealing with specific issues and the issue owners 
are likely to benefit electorally if “their” issues become prominent on the 
agenda (Petrocik 1996; Seeberg 2017). Hence, elected policy-​makers can be 
expected to be more receptive to deal with issues that they or their parties 
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own or that are in line with their party’s policy program. Travis and Zahariadis 
(2002), for instance, assume that in the US, Democrats are more inclined 
to spend money in foreign aid programs than Republicans. Therefore, they 
operationalize this element by looking at the president’s party and the party 
that holds the majority in the Senate.

Nonetheless, precisely because policy-​makers’ policy preferences are 
assumed to be unclear, their ideological orientation is often only a rough pre-
dictor of appeal. The same proposal can be framed very differently, making it 
compatible with very different ideological orientations. For example, we can 
think of cuts to unemployment benefits as being closer to the ideology of 
conservative rather than social-​democratic governments. If, however, a policy 
entrepreneur can convince a social-​democratic government that the cut is 
necessary in order to deal with another problem (e.g., unemployment –​ an 
issue these parties “own”), then that government might be willing to adopt 
the cut despite its ideological position. Thus, researchers have to look closely 
at the positions of parliamentarians and ministers and the framing of issues 
when policy-​makers support policies that do not align with their ideological 
orientation at first glance.

Whereas data on the composition of government and parliament are 
readily available, it is less clear how to operationalize interest group receptivity 
to agenda change. In most instances, it is quite evident which interest groups 
show an interest in a specific issue and researchers can gather their positions 
by analyzing parliamentary hearings or press coverage. Unless interest group 
activities all point in the same direction, however, policy-​makers’ perceptions 
of the balance of support are relevant (Kingdon 1984). In MSF thinking, this 
balance is not an objective fact. Rather, actors in and around government will 
consider whether there is enough support for their proposal among interest 
groups to have a reasonable chance of getting it on the agenda or whether 
interest group opposition is so strong that the project is doomed to fail.

But how can we measure the balance of support? Policy-​makers’ perceptions 
of this balance among interest groups can be read off their memoirs, 
interviews in the press, or expert interviews (Staff 2020). If, however, the 
issue is not taken up in memoirs or interviews, scholars can also try to assess 
the balance of support and assume that policy-​makers will have calculated 
similarly. Resources and intensity are particularly relevant (Kingdon 1984). 
Regarding resources, interest groups that have many members, spend much 
money in election campaigns or rally many supporters for demonstrations 
(Sanjurjo 2020a) can potentially mobilize many voters and hence count as 
important. The same is true for representatives of economically vital sectors.

Regarding intensity, policy-​makers are more likely to listen to interest 
groups that constantly and extensively talk about an issue than to groups that 
only occasionally come forward with their demands. One could operation-
alize this element of the political stream with data on the number of press 
releases or social media tweets or posts on a specific issue.

In corporatist systems, interest groups that are represented in the 
committees where policy projects are negotiated will be regarded as more 
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important than outsiders. On the informal level, some interest groups have 
close relations to officials or former representatives of an interest group are 
now MPs or civil servants. If such links exist, these interest groups should 
also be considered influential.

The third element of the political stream is the national mood, which is 
defined as “a rather large number of people out in the country (…) thinking 
along certain common lines” (Kingdon 1984, 153). It is a very challen-
ging concept to measure. Similar to interest group activities, what matters 
is how policy-​makers perceive the national mood. Consequently, Kingdon 
(1984) warned that the national mood is not necessarily congruent with 
opinion polls. Thus, preferably, researchers should rely on information of 
policy-​makers’ perceptions of the national mood. For example, in his study 
on German labor market reforms, Zohlnhöfer (2016) discusses the relevant 
actors’ perceptions of the national mood with the help of several sources, 
mostly memoirs, and is able to show that key actors misjudged the national 
mood. Dolan (2021) performs a quantitative media analysis to assess how the 
Australian Millennium Draught affected the national mood. Other possible 
sources for how actors perceived the national mood are interviews with the 
relevant actors –​ either press interviews (preferably during the policy pro-
cess, i.e., without the benefit of hindsight) or interviews that are conducted 
by the researcher herself. When such data collection is too expensive or 
time-​consuming to obtain, we propose using public opinion data. Given 
the professionalization of policy-​makers in recent decades, we argue that 
Kingdon’s original warning against the use of survey data is too strict because 
policy-​makers often commission (and make use of) opinion polls them-
selves (Herweg, Huß, and Zohlnhöfer 2015). Therefore, we can presume 
that these survey data will shape policy-​makers’ perceptions of the national 
mood. Indeed, some recent MSF contributions have used opinion poll data 
to operationalize the national mood (Cook and Rinfret 2013; Dolan 2021, 
13; Sanjurjo 2020a; Tiernan and Burke 2002).

Trickier than operationalizing the political stream’s elements is speci-
fying when the political stream is ready for coupling. The political forces 
comprising the political stream might point in opposite directions: For 
example, the national mood might be favorable while the majority of 
powerful interest groups is opposed to a proposal. According to recent 
research (Herweg, Huß, Zohlnhöfer 2015; Herweg, Zahariadis, Zohlnhöfer 
2018), government and parliament should be considered the most relevant 
actors in the political stream –​ who, however, might be influenced by the 
national mood and interest group campaigns. Government and parliament 
are assigned a more prominent role simply because these are the actors  
that are responsible for adoption of a proposal. Nonetheless, the relative 
importance of the elements of the political stream could also depend on 
the salience of an issue. If a topic is highly salient, the national mood is 
likely to be influential (see Zahariadis 2015). If, in contrast, the public and 
media more or less ignore an issue, the role of interest groups becomes more 
important (Kingdon 1984).
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When is the political stream ready for coupling? At the agenda-​setting 
stage, it is not yet necessary that parliamentary majorities are forthcoming. 
What is necessary, however, is that a key policy-​maker like the responsible 
minister or an influential member of parliament, i.e., a political entrepreneur 
(Roberts and King 1991, 152), actively supports the proposal and is willing 
to bring together a majority for it during decision-​making (cf. Herweg, 
Zahariadis, and Zohlnhöfer 2018; Zohlnhöfer 2016). If such a political 
entrepreneur exists, the political stream is ready for coupling.

Policy Window

A policy window constitutes “an opportunity for advocates of proposals 
to push their pet solutions, or to push attention to their special problems” 
(Kingdon 1984, 173). It can open in the problem stream or in the political 
stream.

For a policy window to open in the problem stream (problem window), 
two conditions must be met: First, the problem stream is ready for coupling. 
Second, policy-​makers must deem the issue important and relevant. Herweg, 
Huß, and Zohlnhöfer (2015) argue that conditions that put a policy-​maker’s 
reelection at risk are more likely to gain her scarce attention, i.e., an issue’s 
relevance can be read off its chances to make a difference at the next election. 
To capture this second condition empirically, researchers must make plaus-
ible that policy-​makers believed that their reelection was threatened. For 
instance, Zohlnhöfer (2016), deriving evidence from people involved in 
the policy process, makes it plausible that the German government under 
Gerhard Schröder believed that the stubbornly high level of unemployment 
would endanger its reelection chances and that labor market reforms would 
alleviate the problem. Similarly, Dolan (2021, 177) shows that the serious 
threat of being ousted triggered Prime Minister Howard’s response to the 
Australian Millennium Draught.

A policy window opens in the political stream (political window) if the 
composition of government or parliament changes or the national mood 
shifts. The third element of the political stream, interest groups, is not rele-
vant for the opening of a policy window because interest groups focus on 
blocking or adapting proposals that are already on the governmental agenda 
and do not tend to set agendas on their own (Kingdon 1984). Thus, the 
opening of a political window can be measured via electoral changes (e.g., 
election of a new government, change of single ministers, new MPs) or 
changes in the national mood.

Note, however, that it is not always evident if a specific development in 
the problem or the political stream constitutes a policy window for a spe-
cific policy project. While some policy windows like a change of govern-
ment are easy to identify and can be employed for many different policy 
projects, other policy windows are less obvious and need justification to con-
firm skillful exploitation by policy entrepreneurs. Moreover, some potential 
policy windows go unnoticed (or at least unused), while in other cases policy 
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entrepreneurs believe that a policy window had opened but fail to bring 
about agenda change. Researchers should take advantage of these negative 
cases to specify the conditions that make a policy window promising for 
entrepreneurial coupling attempts.

Policy Entrepreneurs and Coupling

Policy entrepreneurs couple the streams during open policy windows. 
According to Kingdon (1984, 189), “one can nearly always pinpoint a par-
ticular person, or at most a few persons, who were central in moving a 
subject up on the agenda and into position for enactment.” How do 
researchers actually pinpoint these persons? Since it is irrelevant where 
policy entrepreneurs are located (e.g., inside or outside the government or 
administration), researchers identify policy entrepreneurs via their activities. 
More precisely, they look for actors who invest time, energy, reputation, or 
money to move an issue higher on the agenda.

For instance, in their analysis of greenhouse gas emission regulation in 
the US, Cook and Rinfret (2013) identify Lisa Jackson, the Environmental 
Protection Agency (EPA) administrator, as a policy entrepreneur. They did 
this by comparing the number of public speeches and addresses on climate 
change she had given with that of her predecessors (hers being tremendously 
higher). Furthermore, the authors documented that Jackson dealt with cli-
mate change since the beginning of her term in office and that she urged the 
EPA to push the issue forward. Similarly, Staff (2020), in his UK case study 
on security privatization, identifies the Labour MP Bruce George as the 
policy entrepreneur due to his long-​term engagement in the issue area but 
also thanks to evidence from expert interviews.

While identifying one or several policy entrepreneurs is important, 
operationalizing their characteristics and strategies is essential. Favorable 
characteristics are persistence, political well-​connectedness, access to policy-​
makers, and negotiating skills.

Following Kingdon (1984, 190), persistent policy entrepreneurs

spend a great deal of time giving talks, writing position papers, sending 
letters to important people, drafting bills, testifying before congressional 
committees and executive branch commissions, and having lunch, all 
with the aim of pushing their ideas in whatever way and forum might 
further the cause.

Bernd Buchheit, the policy entrepreneur for German labor market 
reforms, is a prime example of an actor who went out of his way to get his 
pet proposal on the agenda (Zohlnhöfer 2016).

Political connectedness refers to policy entrepreneurs’ relational profile in 
the policy community. If policy entrepreneurs hold a central position, they 
are more likely to be able to influence others. One advanced way to measure 
whether a policy entrepreneur is politically well-​connected is to conduct a 
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network analysis (cf. Novotný, Satoh, and Nagel 2021). Alternatively, his/​her 
formal role may help. Returning to the above examples, the EPA admin-
istrator is a key policy-​maker with formal decision-​making competences. 
Similarly, MPs have easy access to policy-​makers. Resulting from their daily 
business, they are personally acquainted with other key decision-​makers, 
interest groups representatives, or journalists. Consequently, they are pol-
itically well-​connected. It is far more demanding to measure how well a 
policy entrepreneur is connected if (s)he belongs to the hidden participants. 
In that case, interviews with relevant actors might be informative. Actors 
mentioned by many interviewees are likely better connected than actors 
only few interviewees mention.

Access to policy-​makers refers to having a claim for a hearing. This claim 
results from at least one of the following sources: “expertise; an ability to 
speak for others, as in the case of the leader of a powerful interest group; or 
an authoritative decision-​making position, such as the presidency or a con-
gressional committee chairmanship” (Kingdon 1984, 189).

Negotiating skills capture how competently policy entrepreneurs push 
for their favorite proposal in negotiations with other key actors. Measuring 
this skill directly is rather challenging. An indirect way to measure it is to 
analyze how well policy entrepreneurs make use of strategies to couple the 
streams. Strategies they have at their disposal are, for instance, framing of a 
problem, affect priming, “salami tactics,” and the use of symbols (Zahariadis 
2003, 14).

One of the core activities of policy entrepreneurs is coupling the three 
streams when a policy window opens. But what do we observe when the 
streams are coupled? Most MSF case studies deal with the coupling process 
either as a black box or only implicitly, i.e., the authors observe that the 
streams are ready for coupling and a policy window opens on the input side 
and conclude that coupling has taken place if they observe agenda change 
on the output side (cf. Dolan 2021). In contrast, recent studies provide some 
first ideas of empirically observing coupling. One example is Sanjurjo’s 
(2020a) study of gun control policy in Latin America. In his case study on 
Brazil, for instance, the author shows that once the streams were ready for 
coupling, the policy entrepreneurs started arguing that their policy project –​  
disarmament (policy stream) –​ would be a good solution for the country’s 
notorious problems of violence and homicides (problem stream). Next, they 
sought for political support via media campaigns and used their access to 
key policy-​makers at the state and federal levels (political stream) to get the 
policy on the agenda. Similarly, Staff (2020), in his study of private security 
regulation in the UK, shows how a policy entrepreneur had been advocating 
his pet project, the regulation of the private security industry, for decades 
(policy stream). Persistently championing his project in communications 
with potential political entrepreneurs, he eventually was able to convince a 
political entrepreneur that the regulation of the industry would help solve 
the problem of criminality (problem stream), which was a high priority for 
the incoming Labour government (political stream). Hence, the issue came 
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on the agenda although the incoming Home Secretary was not particularly 
interested in the project.

To describe and explain the coupling process, data from various sources 
need to be gathered. In the two examples above, the authors used interviews 
with people who were actively involved in the policy processes, policy papers 
from the policy entrepreneurs, but also the secondary literature.

Choose the Method that Best Matches Your Research Interest

Having been derived inductively, it is unsurprising that most MSF studies 
are qualitative case studies (Jones et al. 2016). However, depending on the 
research interest, a quantitative MSF analysis might be the better choice as 
medium-​ to large-​N analyses would add weight to the MSF’s explanatory 
power. This section draws attention to methodological issues.

Qualitative MSF Research

Having decided on the research question that is best answered by way of 
qualitative research and having selected cases and time period (Gerring 2017; 
Seawright and Gerring 2008), we focus on issues of case study protocol. 
How does one conduct an MSF qualitative application?

MSF case study designs have to contain variance in the dependent vari-
able. Hence, scholars should not content themselves with investigations of 
successful couplings. Instead, analysis of failed couplings is important to test 
the MSF’s core hypothesis. For example, Venters, Hauptli, and Cohen-​Vogel 
(2012) analyze how the state of the political stream prevented agenda change 
regarding the introduction of a national sales tax for education in the US 
during the Nixon administration. Similarly, Zahariadis (1996) investigates 
the attempts at privatization of British Rail by focusing on four political 
windows and two problem windows between 1974 and 1992. The com-
parative analysis of failed and successful couplings reveals how important the 
positions and strategies of policy entrepreneurs are. Other studies that look 
at failed couplings include Münter (2005) and Sanjurjo (2020a).

In light of the well-​known problem of “too many variables, too few 
observations,” single cases may increase observations by lengthening the time 
component (e.g., Zahariadis 2005) or compare cases across units and over 
time within and across cases (e.g., Zahariadis 1995). Finally, it is important 
to remember that the number of observations that can be used to assess the 
MSF is usually higher than the number of cases, as scholars might be able to 
deduce many observable implications of the MSF for every agenda-​setting 
process they investigate (cf. Hall 2008; King, Keohane, and Verba 1994).

MSF lends itself to qualitative hypothesis testing via process tracing. The 
latter has been used extensively in social science applications as a diagnostic 
and analytical tool to identify causal mechanisms that link independent and 
dependent variables (Collier 2011). It contains careful description and ana-
lytical tests of causal chains of events. The tests use hypotheses and available 
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evidence to construct and compare alternative causal chains of events and 
make plausible inferences about their scope and validity (see Van Evera 1997). 
They vary in terms of standards and may affirm (straw in the wind and hoop), 
confirm (smoking gun and doubly decisive), and/​or eliminate hypotheses. 
Rigorous MSF hypothesis tests may draw inspiration from Staff (2020) who 
used them to evaluate and discuss the explanatory power of potential causal 
mechanisms in private security policy decisions. Of course, not all four tests 
need to be performed. Rather the point is to adjudicate between different 
hypotheses to gain more analytical leverage between narratives and sources 
of evidence.

MSF studies, like all other case studies, must collect, analyze, and inter-
pret data in ways that may be replicated by other researchers (Yin 2018). 
The quality of such replication depends on construct validity, internal val-
idity, external validity, and reliability (e.g., King, Keohane, and Verba 1994). 
While considerable work has been done in dealing with validity threats 
in qualitative research, data reliability has been less explored but is equally 
important. We are concerned with demonstrating that the same results 
can be obtained by repeating the data collection procedure and analysis. 
In other words, other investigators should in principle be able to follow 
the same procedures and replicate the findings. Two strategies for ensuring 
reliability of case studies include creation of the case study protocol and 
development of a database (Yin 2018). Relevant documents to be included 
are an overview of the project, field procedures, sources and their appropri-
ateness, guiding questions, and a report outline. MSF researchers also need 
to specify a timeline of events perhaps by consulting media sources to keep 
track of what happened and when. It helps guide data collection, especially 
interview questions directed at specific interviewees. A template is provided 
in Annex A.

When researchers use interviews, they need to decide whom to inter-
view and ask the “right” questions (Tracy 2020). The sample of interviewees 
and the questions asked depend on the research question (for an example, 
see Tunstall et al. 2016). Generally, however, an ideal sample of interviewees 
should contain a mixture of relevant public and private actors. For example, 
interviewees should be members of parliament, agency heads and other civil 
servants, social actors from relevant interest groups, academics, journalists, 
and others depending on the issue at hand. The idea is to get relevant infor-
mation by involved actors which then needs to be triangulated with other 
sources of evidence. Triangulation is important not only because it cuts 
down on the cost of interviews but also because it provides an important 
check on the veracity of evidence. People may lie to increase their sense of 
importance. If other sources, media interviews or archival research, suggest 
otherwise, it may be wise to collect more information. They may also point 
to potential reliability problems or serve as counterfactuals. For example, 
Zahariadis (2015) argues that Greek policy-​makers felt trapped by a gigantic 
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tidal wave of public opinion which demanded no compromise in the name 
dispute between Greece and (now) North Macedonia. In all his interviews, 
policy-​makers complained of the constraining effects of the national mood 
(in the form of public opinion). Had some policy-​makers or other sources 
in the media reported that public opinion did not matter, that would be 
cause for more data collection. Triangulation identifies these discrepancies 
and increases data reliability.

The sample questions in the Online Annex are designed as a template 
in concurrent designs to help researchers collect data and tease out MSF 
implications. Of course, they are indicative, subject to adaptation depending 
on the project, and executed in at least two panel waves, meaning researchers 
need to conduct interviews at several temporal intervals to capture any 
dynamic changes. MSF studies that examine policy choices retrospectively 
(e.g., Ackrill and Kay 2011; Dolan 2021; Zohlnhöfer 2016) require a twofold 
adaptation of interview techniques. First, the sample interview questions 
need to address a single issue’s agenda position or adoption (see Kagan 2019). 
Consequently, the questions need to be very specific to the issue at hand and 
have to inquire about how it was viewed relative to other issues at different 
points in time. Annex B contains a hypothetical, adaptable list of questions. 
Second, the questions need to identify temporal changes in the past, which 
can only be done by inquiring how one’s thinking changed or reading about 
it in archival research. This means interviews will likely be supplemented by 
archival research, which has to include primary sources, e.g., memoirs, press 
releases, interviews, in addition to media reports and agency documents. 
Given the frequent semi-​structured nature of interviews, coding is very dif-
ficult, but the questions may have to include some form of variance. It is 
best to specify these terms a priori in the protocol so that there is a common 
definition of what “more” or “less” means in what context.

Quantitative MSF Research

So far, the few MSF analyses applying quantitative methods predomin-
antly either used a variant of regression analysis (DeLeo and Duarte 2021; 
Goyal 2021; Travis and Zahariadis 2002) or Qualitative Comparative Analysis 
(QCA) (Sager and Thomann 2016; Shephard et al. 2021). Therefore, we focus 
on these two methods in this section and start by discussing how well the 
methods’ logics correspond to MSF (for a summary, see Box 2.3).

Regression analysis fits well the MSF’s probabilistic logic. Testing the MSF 
core hypothesis would call for logistic regression analysis since it allows for 
assessing the size of an independent variable’s effect (e.g., policy window) 
on the dependent binary variable (agenda status: change or stability). 
However, MSF attributes great importance to the right timing of events, 
which logistic regression analysis does not capture adequately. To model the 
time dimension more precisely, researchers may opt for event history analysis 
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(Box-​Steffensmeier and Jones 1997). This regression for longitudinal data 
incorporates the concept of “right timing” by investigating the effect of the 
independent variables on the time until an event occurs (see Goyal 2021 for 
an application).

Notwithstanding its advantages, researchers need to consider two 
challenges when testing MSF with regression analysis. First, variance in 
the dependent variable is imperative. Hence, scholars must code agenda 
(or policy) change and stability. Second, testing the framework’s entire 
core hypothesis requires assessing the combined effect of the five MSF key 
concepts (streams, policy window, policy entrepreneur) on agenda change. 
To model this effect statistically, researchers use interaction terms. Following 
Brambor, Clark, and Golder’s (2006) suggestion to include all constitutive 
terms in a regression model, the resulting specification would consist of 
31 independent variables. Furthermore, this specification leaves researchers 
with one fivefold and many fourfold, threefold, and twofold interaction 
terms, which is impossible to interpret. Engler and Herweg (2019) suggest 
overcoming this drawback by either condensing the streams’ readiness for 
coupling into one variable or by testing partial couplings only. For example, 
DeLeo and Duarte (2021) use regression analysis to explore the dynamics of 
the problem stream and conduct a qualitative case study of the other streams 
and coupling activities.

In contrast to regression analysis, QCA is based on a deterministic logic 
and tests implicational hypotheses on the relationship between one or 
more conditions and an outcome. Consequently, QCA analyses can answer 
which (combination of) factors are necessary/​sufficient for agenda change. 
Resulting from different assumptions about how the dependent and inde-
pendent variable(s) are causally connected, it is quite evident that QCA does 
not capture MSF hypotheses accurately. To address this problem, we recom-
mend paying particular attention to QCA’s consistency value. Consistency 
informs about the degree to which the empirical evidence is in accordance 
with the hypothesis that a set of conditions (streams, policy window, policy 
entrepreneur) is necessary for agenda change (cf. Schneider & Wagemann 
2012). Although measurement of how the degree of alignment between 
empirical evidence and theoretical expectations still differs from analyzing 
probable agenda change, examining the consistency value brings QCA closer 
to MSF’s probabilistic logic.

Another problem is that timing matters in MSF reasoning while QCA 
tends to neglect temporality. However, recent QCA research introduces pos-
sible ways to include a time dimension in QCA applications (Fischer and 
Maggetti 2017; Verweij and Vis 2021).

Despite the challenges MSF-​guided QCA applications face, they come 
with a significant advantage. They allow for examining individual factors’ 
interplay and their combined effect on the outcome. This feature is a 
vital asset in terms of capturing the causal mechanisms the MSF expects 
to find.
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Box 2.3  Promising quantitative methods for MSF 
analyses

Regression analysis QCA

Algebra Linear algebra: 
covariational hypotheses 
on the relationship 
between one or more 
independent variables 
and a dependent variable.

Boolean algebra: 
implicational 
hypotheses on 
the relationship 
between one or more 
conditions and an 
outcome.

Mathematical 
logic

Probabilistic logic Deterministic logic

Translation of the 
mathematical 
logic to MSF 
reasoning

Exemplified by the following MSF hypothesis: If a 
policy window opens, agenda change becomes 
more likely.

Logistic regression: If a 
policy window is open, 
agenda change becomes 
more likely.

If a policy window  
opens, the agenda 
changes.

Hypothesis on  
necessary conditions: 
Only if a policy 
window opens, the 
agenda changes.

Advantage Assessment of the size of 
an independent variable’s 
effect

Examination of the 
interplay of individual 
factors and their 
combined effect on the 
outcome.

Challenge Interpretation of 
interaction terms

Research questions  
and hypotheses  
covered by QCA  
differ from those 
derived by the MSF.

Source: Own compilation based on Engler and Herweg (2019).

Of course, it is possible to think of other applicable quantitative methods. 
Researchers who are interested in explaining the generation of alternatives, 
for example, could conduct network analyses to capture the impact of a 
policy community’s structure on the survival of policy alternatives (Novotný, 
Satoh, and Nagel 2021). Another recent quantitative MSF example is Fowler’s 
(2020) contribution who applies seemingly unrelated regression analysis to 
test the conditional nature of the three streams in affecting policy adap-
tation and implementation and their interdependent relationship. Hence, 
depending on the research question, a huge variety of possible quantitative 
methods could guide MSF analysis.
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The Way Forward to Empirically Sound MSF Studies

Judging by the high number of empirical applications, MSF theorizing has 
been a tremendous academic success. Nonetheless, many –​ but not all –​ 
MSF (case) studies to date lack falsifiable hypotheses, a shared understanding 
of the main concepts, rigorous operationalization, and systematic empirical 
assessment of theoretical expectations.

The lack of explicit hypotheses and the adaptation to various contexts 
and different dependent variables are problems that have been dealt with in 
the recent literature, and researchers should consult the relevant papers when 
planning their study. Similarly, there are attempts to generate a common 
understanding of the main concepts of the framework, as hopefully has 
become clear in this chapter. The questions of operationalization and the sys-
tematic analysis of empirical evidence are slightly more cumbersome. With 
regard to operationalization, we have tried to discuss all relevant elements of 
the approach and provide ideas of how to measure them. As suggested in the 
introduction, this is an explorative endeavor to some degree, and there are 
likely other or maybe even better ways of operationalizing certain concepts. 
Hence, we do not consider our suggestions a definitive list. If you find better 
ways to measure some concepts, let us know!

Regarding the way we analyze data, quantitative or qualitative, there does 
not exist one single right method for MSF analyses. On the contrary, it 
depends on the research question and the available data. Nonetheless, quali-
tative and quantitative MSF studies differ in terms of the challenges they pose 
and the findings they might deliver. What they do not differ in, however, is 
the need to explicitly define and operationalize dependent and independent 
variables and their causal linkages (King, Keohane, and Verba 1994). Put dif-
ferently, we recommend stating explicit hypotheses in addition to definition 
and operationalization of the MSF’s key concepts in qualitative analyses, too.

In contrast, quantitative analyses must deal with the challenge of data avail-
ability. For instance, data on the readiness of the policy stream for coupling 
are not included in the databases widely used in political science research. 
Consequently, researchers may choose not to include these variables in the 
analysis, specify variables that can be measured but do not fully correspond 
with MSF concepts, or collect own data suited for validly measuring the 
variables. Whatever the choice, proxy variables and limitations of quantitative 
analyses are common remedies, and we would encourage researchers to test 
the MSF quantitatively. Quantitative analyses add weight to MSF’s explana-
tory power that case studies cannot provide.

Translating the intriguing metaphors of the MSF into validly measured 
empirical concepts and systematically and rigorously testing its basic ideas 
are intricate tasks. But to exploit the MSF’s explanatory potential in full, this 
is what MSF scholars need to continue doing. In this chapter, we provided 
some ways forward for empirically sound MSF studies, hoping to spark 
debates on how to best test the MSF. We believe this is a challenging but 
fertile endeavor for policy process research.
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Annex A: MSF Case Study Protocol Template

1	 Statement of Purpose
a	 Define the main research question being addressed by this study
b	 Identify any additional research questions that will be addressed

2	 Research Design
a	 Identify whether single-​case or multiple-​case designs will be used
b	 Describe the object of study (e.g., agenda change)
c	 Identify any propositions or sub-​questions derived from each 

research question
d	 Specify the mechanisms that connect dependent and independent 

variables
e	 Elaborate on the case selection rationale

3	 Case Study Procedures and Roles
a	 Procedures governing field research, whether interviews or docu-

ment analysis
b	 Roles of case study research team members, if any

4	 Data Collection
a	 Identify the data to be collected
b	 Define the data collection plan
c	 Discuss how the data will be stored
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d	 Specify what collection techniques will be used (e.g., interviews, 
archival research, document analysis, etc.)

e	 For each data source (e.g., interviewee or document), state pur-
pose for inclusion. Be specific about the kind/​use of information 
expected

f	 If applicable, include informed consent for data sources
g	 For all data sources, summarize key information in written form
h	 For interviews, add the following:

	• State how the interview will be conducted; e.g., take notes? 
Audiotape? Online?

	• Develop an interview guide/​survey that lists the questions or 
issues to be explored

	• Be sensitive to the fact that questions may differ slightly 
according to stakeholders being interviewed

5	 Analysis
a	 Identify the criteria for interpreting case study findings
b	 Propose which (combination of) data are used to address which 

research question/​sub-​question/​proposition
c	 Cluster preferences by actor, time, and value (e.g., for/​against a pro-

posal) to visualize any emergent patterns

6	 Plan Validity and Data Reliability
a	 Construct validity –​ show that appropriate indicators are used for 

the concepts being studied. Tactics include triangulation which may 
entail using multiple sources of evidence and establishing chains of 
evidence

b	 Reliability –​ would other researchers be able to replicate the 
findings?

c	 Internal validity –​ show how one accounts for alternative 
explanations

d	 External validity –​ identify the population domain to which findings 
may be generalized. Specify the outer limits of inference

7	 Reporting
a	 Identify target audience and relationship to the broader literature

8	 Schedule
a	 State time estimates for all of the major steps including deliverables: 

Planning, Data collection, Data analysis, and Reporting

Annex B: Sample Interview Questions for Designs 
over Time and Single Issue/​Sector –​ Past

1	 What role did you/​your agency play in the policy reform (or analytical 
topic)?
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2	 Were there problems with this policy that you felt needed to be 
addressed? Which ones, why, and in what way?

3	 When did you recognize it was a problem? Did you believe it received 
adequate attention from policy-​makers up to that point? Why or 
why not?

4	 Was problem recognition sudden or incremental? Why?
5	 Was there a particular event or confluent factor that facilitated reform as 

an urgent issue? Why?
6	 Did you support or oppose reform? What kind of reform did you pro-

pose (if any) and why?
7	 Was your proposal/​opposition supported and why?
8	 Did you change your preferences/​position over time? Why?
9	 Were other actors/​agencies involved in recognizing it as a problem?

10	 Why do you believe the reform effort received serious attention/found 
receptive audiences among policy-​makers? Other political actors? The 
general public? When and why?

11	 Do you think interest groups played a role? The media? Specific groups, 
supranational institutions, or national governments?

12	 Can you think of any specific factors, not actors, e.g., institutional, envir-
onmental, global issue, within or outside the policy community that may 
have contributed toward creating support or opposition to reform?

13	 Can you list them in terms of importance to the reform effort?
14	 Were there specific individuals/​actors within the policy community 

who played a big role in pushing for the reform?
15	 Can you tell me how these actors went about gaining support for or 

generating opposition to the reform ideas?
16	 Is there anything else that you think I should ask/​may be interested in?
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Introduction

At the center of punctuated equilibrium is the study of agenda-​setting 
(Schattschneider 1960, Kingdon 1984). Which issues does government pri-
oritize for action? How do individuals, organizations, groups, and policy 
systems make these decisions? Punctuated equilibrium reconciles a rift in the 
policy literature. Subsystems scholars described (mostly) incremental change, 
while agenda-​setting scholars routinely noted large-​scale policy reform. In 
particular, the theory attempts to explain large-​scale agenda shifts even in 
the face of stable institutions and fixed preferences (Jones 1994). Punctuated 
equilibrium characterizes agenda-​setting and policy change in long periods 
of incremental reform and short bursts of dramatic change (Baumgartner and 
Jones 2009). Both sides are correct. Indeed, blockage, institutionally induced 
stability, and incrementalism characterize policymaking. At the same time, 
dramatic change is possible. Moreover, the factors that make one possible 
make the other inevitable.

The approach emphasizes how individuals, organizations, and governing 
systems allocate attention to problems and prioritize issues that present inter-
dependency and tradeoffs (Jones and Baumgartner 2005). The theory began 
by explaining how attention and positive feedback link seemingly stable 
policy subsystems to broader policy change through increased attention and 
positive feedback. Since that time, the theory has evolved to understand 
how policy systems and actors in them search for and process information 
about problems (Workman, Jones, and Jochim 2009, Baumgartner and Jones 
2015, Workman, Shafran, and Bark 2017, Fagan and McGee 2020). Issue 
attention is the key to understanding long and broad policy change patterns 
and teaches us something about institutional adaptation to new problems 
and information (Workman, Jones, and Jochim 2009).

Though its roots lie in the US political system, the theory benefits greatly 
from expansion to other countries via comparative research, venues in 
the policy process, and extension to other social phenomena (Epp 2015, 
2018). The conceptual core of all these extensions is issue attention. For a 
more robust discussion of the evolution and development of punctuated 
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equilibrium, refer to Jones and Baumgartner (2012) and Jones, Baumgartner, 
and Mortensen (2017) in Theories of the Policy Process, 4th Edition. For a dis-
cussion of comparative research, see Tosun and Workman (2017), who dis-
cuss the conceptual elements in detail and offer insight into the theory’s 
substantive direction, or Baumgartner, Breunig, and Grossman (2019), who 
provide a variety of examples of comparative analysis using the approach. 
Jones, Epp, and Baumgartner (2019) argue that extreme punctuations are 
indicators of maladaptive policymaking systems due to a lack of attention to 
critical problems. They indicate how democracies are generally more adept 
at adapting to complex, changing environments, pointing to the approach’s 
usefulness in addressing broader comparative research questions.

Chapter Roadmap

In what follows, we first address four persistent methodological themes 
that thread through the development and current state of research in the 
field. These themes are (1) using text-as-data in analyses of the discourse that 
underlies the connections between problems and solutions; (2) making sure 
policy topics are comparable across time and space so that one may assess reliable 
time series of changes in the policy discourse; (3) collaboration with machines 
in documenting the policy discourse; and (4) attending to full distributions 
of change rather than average changes across time. Keep these in mind as 
we delve into the in-​depth discussion of the measurement system and the 
various methodological approaches characteristic in punctuated equilibrium 
analyses.

After discussing these themes, we dive into the measurement system, 
giving special attention to its underlying logic and current construction. 
We elaborate on the logic by considering the tradeoff between validity and 
reliability in constructing a flexible system to researchers’ interests. We also 
offer advice on extending the system to other topics at finer levels of detail 
and the guidelines for doing so. We review the three paths to further devel-
opment identified in the recent literature and conclude with a brief tour of 
the techniques researchers have used to classify text while maintaining the 
coding and measurement system.

We then discuss the various methodological approaches. The first cat-
egory of techniques falls into the realm of descriptive inference. It focuses 
on assessing the shape of policy change distributions by comparing empir-
ical distributions to others or theoretical ones. These comparisons illuminate 
aspects of the policy process across different policy process stages, institutions, 
and governing systems. The second category of approaches involves causal 
inference and regression techniques that differ significantly from the standard 
approach.

Finally, we offer our thoughts on the future of the approach, areas for 
improvement, and avenues for empirical and methodological development. 
We include our sense of where the process might illuminate elements of pol-
itics and policymaking where it has yet to be employed.
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Four Persistent Themes

For our purposes, we want to identify the key elements of the empirical 
approach to agenda-​setting. At the outset, four empirical themes undergird 
the development of the theory. Those working in the theoretical tradition 
pioneered many of these developments in public policy and political science 
more generally. Concern for these themes leads straightforwardly to much of 
the methodological innovation in the tradition.

Text-​as-​Data

The agenda-​setting component of punctuated equilibrium requires measuring 
the discourse about policy topics across time. There are two key questions. 
First, how does the dialogue about a single topic change? For example, how 
much attention does a political system pay to environmental issues compared 
to defense issues? Second, how does the entire policymaking agenda change –​ 
the entire set of policy topics confronting policymakers, groups, institutions, 
and governments? The theory’s empirical base is categorizing these substan-
tive topics –​ the “what” of government. In general, this comes in the form of 
policy texts (e.g., congressional hearings, parliamentary questions, regulations, 
party platforms, or manifestos). The research design broadly demands categor-
izing texts by topics to map a substantive agenda. Before we can analyze an 
agenda, we must know what it is. These descriptive elements allow comparing 
changes in the agenda across time and space (more on that below).

Those working in the field have pioneered many techniques for clas-
sifying text, first by hand, then in collaboration with machines. In our 
experience, onlookers often associate the theory with the examination of 
budgetary change distributions. Many of the statistical innovations used to 
develop and test the theory indeed come from studying budgets. Still, the 
core of the measurement system and theoretical development depend on 
classifying text and analyzing the topics gleaned from them. These comprise 
most of the studies and efforts within the tradition.

Comparability Across Time and Space

Comparing the policy dialogue across time (so a policy topic means the 
same thing in 1950 as in 1990) and space (so a policy topic in 1990 means 
the same thing in the US as Denmark) is achieved by categorizing that 
dialogue into a topical classification system. The specific classification 
system used by policy scholars in the Comparative Agendas Project (CAP; 
www.comparativeagendas.net/​) is one example. The CAP system classifies 
“chunks” of the policy dialogue (such as the title of a congressional hearing 
or a parliamentary question) into a policy topic system that consists of 22 
major topics and 220 subtopics arranged hierarchically. Each subtopic can 
be traced backward in time, making a time series of similar congressional 
hearings addressing the subtopic.
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There are many ways to classify text, and the choices present tradeoffs for 
the analyst. Most systems privilege the validity of classification, while others 
also elevate reliability. For purposes here, validity is whether an object (text 
in this case) is classified correctly. For example, is a congressional hearing 
about fish coded as “fish.” In our experience, most systems for classifying 
text are designed to retrieve information, not compare topics across space 
and time (Jones 2015). Such systems err on the side of comprehensiveness, 
assigning multiple topics to each observation. The goal is to return all rele-
vant information, even if that means providing much that is irrelevant.

The study of policy agendas requires measures of topics that are com-
parable across time and space. Comparison and trends are difficult under 
systems built for information retrieval. Thus, topical categorization must be 
backward compatible and consistent across groups, institutions, governing 
systems, and different stages of the policy process. In other words, the meas-
urement system attempts to elevate reliability while keeping a keen eye 
on validity. Elevating reliability will seem a dire sacrifice for some, but the 
system’s development allows for debate about validity and for reforming 
topic codes, so long as we achieve reliability. Given the aims of comparison, 
a lack of reliability renders arguments about validity logistically moot. We 
deepen the discussion of this logic when elaborating on the measurement 
system that has evolved from the research program.

Without adhering to the reliability principle –​ that reliability through 
time is fundamental to understanding trends –​ time-​series analyses of 
agenda-​setting processes are impossible. Suppose one is tracing attention to 
a policy topic across time but uses multiple categories to capture validity. In 
that case, one cannot create reliable time series tracing the policy topic back 
in time. That is the backward compatibility criterion. The idea is simple: 
Do not create new classification bins if an existing one will do. If a new 
classification is necessary, go back and recategorize any observations that 
might fit into it. In sum, make sure that the classifications used are consistent 
over time. Jones and Baumgartner developed the Policy Agendas Project to 
address this reliability problem in the mid-​1990s. Policy classification systems 
existed then but were based on information retrieval rather than the goal of 
agenda-​setting research –​ to trace changes in government priorities across 
time. Only the Budget Authorization category system developed by the US 
Office of Management and Budget holds fast to the reliability principle. That 
system is too limited to study the policy dialogue across time and institutions. 
A comparison of changes in Budget Authority topics with Policy Agendas 
categories addressed across time show similar patterns, but with a budgetary 
lag, as one would expect (Jones, Theriault, and Whyman 2019, pp. 67–​68).

Collaboration with Machines

At the time of writing, the CAP catalogs the topics governments face across 
25 countries, many more institutions, and a range of elements of the policy 
process (see www.comparativeagendas.net). The systematic collection and 

 

 

 

http://www.comparativeagendas.net


Code and Craft of Punctuated Equilibrium  55

55

coding of the data is a massive undertaking, requiring significant allocations 
of effort from project teams around the world. As the project has developed, it 
is impossible to hand-​code every observation as when Baumgartner and Jones 
began so long ago. However, the investment in large data sets hand-​coded 
reliably has paid dividends for those working on modern research directions.

The initial, hand-​coded data sets provide a wealth of training data for 
implementing machine learning algorithms for classification (Workman 
2015; Fagan and McGee 2020). In essence, the hand-​coded data teach the 
machine to identify substantive content and assign it a topical code. New 
data sets form in one of two ways. If previously hand-​coded data reasonably 
match the new content (e.g., same institution or part of the policy process), 
existing data are used to train the machine. Alternatively, suppose the pro-
spective data are in some way new or different from existing data. In that 
case, the researcher may hand-​code a proportion of the new documents, 
using them to train the machine to code the remaining documents (Loftis 
and Mortensen 2018; Sebok and Boda 2021).

Note that these are supervised machine learning techniques in all cases –​ 
there is a real collaboration between researcher and machine. This approach 
differs from blunt force classification strategies found in topic model imple-
mentation, usually using a Latent Dirichlet Model. These models produce 
classifications entirely derived from the data on hand. Owing to drift in 
language that machines rarely identify, these models produce consistent, reli-
able topic coding over time only as an artifact of the data. Topic modeling 
is not a bad thing; we like letting the data speak. However, these models are 
dependent on the complete set of data, not data plagued by drift or updated 
frequently. Researchers of government activity deal with an ever-​expanding 
stream of data through time. Our concern with reliability across time and 
space means we cannot dispense with humans if our goal is to compare 
institutions and governments or construct the trends over time vital to policy 
research (Sabatier 1987).

Attention to Distributions of Change

Having a sound strategy for measuring text is one thing, but analyzing the 
data and making meaningful comparisons is another. The fourth empir-
ical theme running through the development of the theory is attention to 
features of empirical distributions besides averages or other measures of the 
center mass. In particular, the theory seeks to explain the shape of agenda 
and policy changes. A Gaussian or normal distribution of policy changes 
indicates that policies are changing relatively mildly, with no large-​scale 
jumps or lurches. However, policy punctuations are exactly those lurches. 
Because these lurches and punctuations generally characterize policymaking, 
policy changes do not typically form a normal distribution. The classic 
pattern or shape of change is a peaked center, accounting for many small, 
incremental changes clustered around the center, along with “fat tails” –​ 
more large changes than one might expect.
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The governing system and the institutions that comprise it spend long 
periods under-​responding to policy problems and then short periods of 
extreme change and dislocation as rusty gears lurch into motion and the 
system over-​responds. While police mistreatment of Black citizens may have 
been occurring for years, the political system has ignored this, only suddenly 
to focus attention on the problem and leap into action. An empirical distri-
bution of policy changes measures attention to policing and attention to all 
other policy topics addressed by the government –​ the full public agenda.

These dynamics demand measures beyond the typical preoccupation 
with the center of empirical distributions, necessitating consideration of 
the variance and the shape using statistics like kurtosis, skew, and various 
ways of accounting for unequal variance across the distribution. Of the 
three attributes of an empirical distribution –​ the center, dispersion, and 
shape –​ punctuated equilibrium brings dispersion and shape into sharp relief 
in explanations of policy change. This methodological focus is perhaps what 
most distinguishes the approach from traditional political science or policy 
scholarship.

To accurately describe policy dynamics, the theory shifts focus away 
from the center mass of empirical distributions. The theory takes this exer-
cise in descriptive inference seriously. Accurate description allows for com-
parison across time and spatial units. In more recent work, it also allows for 
researchers to implement regressions whose focus is on these other features 
of distributions (more on this when we discuss methodological approaches).

We mention these persistent themes because they are invariably present 
across nearly all the work on punctuated equilibrium and several outgrowths. 
The reader would do well to keep these in mind as we delve more deeply into 
the measurement system and set of methodological approaches. However, we 
remind you that getting started assessing policy dynamics in this tradition 
begins with a concern for text and classification. The possibilities for analysis 
are endless and range from the highest reaches of government to the most 
local of local levels across any number of country-​specific contexts. The set 
of CAPs are more than data but a system of extensible measurement.

The Measurement System

The research program’s beating heart is a systematic effort to catalog 
attention to policy issues over long periods. The data sets fueling the research 
span issues, countries, levels of government, and stages of the policy process 
(Jones, Baumgartner, and Breunig, et al. 2009, Baumgartner, Breunig, and 
Grossman 2019). The process starts by identifying a set of texts (e.g., con-
gressional hearings, parliamentary questions, or Environmental Protection 
Agency [EPA] reports) or other data amenable to categorization by topic 
(e.g., budget functions). Remember, the approach is rooted in the study of 
agenda-​setting, so the researcher needs to think topically about the potential 
data. Take the text below, summarized from the Congressional Information 
Service (CIS) descriptor of a 2018 US Senate committee hearing:
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Examining wildfire projections for 2018.

Discussion of wildfires in the US revolves around national forests and other 
federal lands, usually in the west. We code this hearing into the major topic 
of Public Lands and the subtopic of Public Lands. The key to the coding is 
that the hearing’s topical content is as essential for understanding the policy 
as the value statements attached to the hearing’s purpose. At the base of the 
categorization is the assumption that a well-​trained layperson should be able 
to code the topical substance from a gestalt summary of the text or the text 
itself.

Conceptual Logic

The CAP topical coding scheme contains a set of major topics and subtopics 
nested underneath these. The classification system is premised on two rules: 
adherence to which makes the measurement system infinitely extensible and 
adaptable.

The first of these rules is that we code observations into mutually exclusive topic 
categories. An observation receives one and only one topic code. We know it 
hurts. Categorization can be a noisy endeavor. However, this quality of the 
classification system allows for comparing policy issues across time, coun-
tries, processes, and institutions. But what about validity? Shouldn’t we assign 
“correct” codes even if we must give more than one?

Figure 3.1 illustrates the tradeoff that exists between validity and reli-
ability when reliability is high and low. The horizontal axis displays the loca-
tion of the “correct” or valid code τ. For the distribution of codes, A, the  
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Figure 3.1 � The tradeoff of validity and reliability
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valid code is achieved on average. However, note that the reliability of the  
code is extremely low. While we are right, on average, we are wrong often  
and sometimes by a lot. Now, consider the distribution of codes, B. This dis-
tribution of codes is slightly biased on average by a small amount. However,  
distribution B’s reliability is very high –​ similar observations receive the  
same code, even if slightly off. While we would prefer classification that  
is correct (valid) and reliable, distribution B is far more valuable for com-
parison purposes. Finally, notice distribution C is neither valid nor reliable  
and thus has no analytical value.

When classification aims to construct trends over time or compare across 
spatial units, we would prefer the slightly imperfect but reliable distribution, 
B. This tradeoff is a unique feature of such publicly available, open-​source 
classification systems like the CAP. We can have open debates about the val-
idity of any mutually exclusive, reliable topical code. If adjustment is neces-
sary, then reform easily comes from reclassifying the set of observations en 
masse. However, if reliability is lacking, no matter how valid on average, 
reclassification means coding each observation again (a logistical nightmare) 
if the goal is a comparison across time and space. Bias in statistical models is 
almost always bad because its magnitude is unknown. In open-​source clas-
sification systems geared for comparison, however, reliability allows open 
debate and context-​based reform of the classification scheme.

The second rule regards the classification system’s structure and pertains 
to adapting the system to specific purposes. The system is hierarchical, using 
major topics and subtopics within these. Researchers can develop new, detailed 
coding schemes at a lower level so long as those are nested hierarchic-
ally –​ they do not cross the topics located above them in the hierarchy (May, 
Workman, and Jones 2008, Koski, Siddiki, et al. 2016, Workman 2021). New 
topic codes must be integrated into the topic system at each level of the hier-
archy. Figure 3.2 illustrates how this allows for the extension of the coding 
scheme to more detailed policy issues.

Figure 3.2 illustrates how CAP subtopics could be aggregated to study  
topics that are more detailed than the existing scheme. A cursory search  
“fish” in the data on legislative hearings in the US turned up these five major  
topics, among others. Though this is not an exhaustive list for studying fish,  
it is illustrative of how one would do so. It also illustrates how policy issues  

Environment

Species & 
Forests

Conservation

Public Lands

National 
Parks

Water 
Resources

Agriculture

Food 
Inspection
& Safety

Fisheries & 
Fishing

Foreign Trade

Tariff & 
Imports

International 
Relations

Resources 
Exploitation

Figure 3.2 � Topics related to the study of fish in the CAP
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overlap and are interdependent. We offer this example because one of our  
most common queries is how to use the scheme to study topics of interest  
but in finer levels of aggregation. Not every one of these legislative hearings  
would be relevant, but the search is narrowed tremendously over a keyword  
search on existing databases geared for information retrieval.

How to Compile a Data Set

Now that we understand the logic of the coding system, what about logistics? 
How does one compile a data set? There are three approaches that, in our 
experience, yield quality, reliable data sets that allow for comparisons across 
time, spatial units, and different parts of the policy process. Bear in mind that 
each of these still depends on adherence to the two rules above. The best 
approach depends on the substantive context and the size of the task.

The first method is merely hand-​coding the entire data set for topical 
content. Hand-​coding may seem daunting, but there are instances where 
training the machine consumes similar effort to hand-​coding. Hand-​coding 
is especially important in two cases. The first pertains to extending the 
coding system to new contexts –​ countries, institutions, or government 
levels. While a researcher may well be able to use hand-​coding to train a 
machine classifier later, some initial hand-​coding will likely be necessary 
(instead of piggybacking off existing data sets). Hand-​coding will also be 
required where the researcher aims to extend the topical coding scheme 
itself –​ into more specific and finely detailed issues (e.g., elementary and 
secondary education).

Supervised machine learning is the second way to compile a data set. This 
approach holds the promise of making enormous data collection efforts scal-
able but still requires initial hand-​coding and human supervision. Analysts 
hand-​code some representative sample (usually a random sample) of 
observations using this method. This hand-​coded sample is then split evenly 
into representative subsamples. One subsample is the training data set for 
coding the other (hand-​coded) subsample. The researcher can use the hand 
codes as a check for the machine’s classification. The process iterates until 
the researcher is confident that the machine is ready to classify new data. 
The repeated process is dependent on representative samples and the choice 
of machine learning algorithms. With each interlude in the iterative pro-
cess, human coders adjust the machine’s classification in areas where it is 
unreliable. Early researchers used a mix of three algorithms and looked for 
the degree of agreement among them (Workman 2015, pp. 167–​168). Later 
implementations use Bayesian priors, maximum entropy, and logistic regres-
sion (Loftis and Mortensen 2018). Recently, a team in Hungary has focused 
on repeated interactions between human coders and their machine helpers 
(Sebok and Boda 2021).

An alternate supervised machine learning protocol uses classified data 
from a different data set as the training set for entirely new data. In instances 
where the data constitute a “living” data set, updated periodically, this 
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represents a low marginal cost relative to the initial investment of effort. 
In instances where the data are not updated and represent a new frontier, 
exercise caution as text varies widely in different contexts and institutional 
settings. For example, bureaucratic regulations contain more detailed, tech-
nical, and scientific language than legislation. As a result, regulations are less 
prone to normal drift in the meanings attached to text in different contexts.

The third way of compiling a data set is to develop a crosswalk from an 
existing set of classifications to the CAP topic scheme. If a system codes 
data reliably (and with attention to topical content), these codes can be 
crosswalked to the CAP’s policy content codes. For an example of how this 
works, see both the US and UK budgetary data sets. In the US, the cross-
walk maps budget subfunctions to corresponding topical codes in the CAP 
scheme. For the UK, a similar process uses the Blue Book on Government 
Expenditure. The crosswalk between classification schemes has thus yielded 
crucial new data sets and ways to measure policy change. In fact, without the 
ability to crosswalk, these data sets may never have come together (as beyond 
rudimentary classification, one could not infer substance from money).

The construction and maintenance of the measurement system and 
associated data sets is a collective endeavor. Anyone seeking to employ the 
measurement system will find a wealth of help from the various project 
teams and researchers working in the area. Consult the CAP website to 
locate contact information for the various project teams.

With a reliably coded data set, there are two general concerns for analysis. 
The first is describing the distribution of policy change accurately. Much 
of the work in agenda-​setting begins with the effort to get that stochastic 
process that generates the observations right –​ an exercise in descriptive 
inference.

Descriptive Inference

Research design aims to foster comparisons across time and spatial units like 
countries, institutions, organizations, or individuals. Comparison across time 
or space involves assessing some outcome relative to a baseline. Without a 
base of comparison, it is challenging to ascertain what we learn, theoretically 
and empirically, from a different outcome.

There are two ways to make comparisons and draw lessons from the 
data we observe. The first is to compare some theoretical outcomes. Game 
theorists expect a specific outcome in equilibrium –​ comparing empirical 
outcomes to game-​theoretic equilibria teaches us something about social 
phenomena and strategy. The information processing theory that undergirds 
punctuated equilibrium relies on assessing a distribution of outcomes. The 
logic of comparison is no different here. We might compare student grades 
to a normal distribution; s-​curves may indicate mimicking or contagion 
rather than learning. The second way to make comparisons is to assess one 
empirical distribution relative to another, serving as a baseline. How do the 
outcomes from presidential systems, for instance, compare with those of par-
liamentary systems?
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Statistically, this difference is between parametric and empirical distributions. 
The classic bell curve, or normal distribution, is a theoretical, parametric 
distribution –​ meaning it has known properties and behaviors. Empirical 
distributions are built up from observational data and may not have known 
properties or behaviors. Sometimes empirical distributions map relatively 
well onto known parametric distributions; this allows us to build statistical 
models.

We should note that punctuated equilibrium does not imply any spe-
cific analytic approach. Many researchers eschew the distributional approach 
familiar in much of the research (Miller 2007, Baumgartner, Berry, et al. 2009, 
Workman 2015, Koski, Siddiki, et al. 2016, Bark and Bell 2018, Archuleta 
2020, Russell 2020). Still, the distributional approach provides a useful 
gateway to the newcomer seeking to apply, adapt, and further develop the 
theory. The distributional approach syncs with the theory’s early concern for 
explaining the simultaneous existence of large-​scale and incremental policy 
change embodied in agenda-​setting and subsystems literature, respectively.

Describing Empirical Distributions

The shape and contour of empirical distributions are central to the craft  
of comparison in punctuated equilibrium. Distributions have three general 
characteristics that allow us to compare them with others. Figure 3.3  
illustrates the three features.

Center Mass

Dispersion

Shape

Figure 3.3 � Three characteristics of distributions
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The first and most often used characteristic of a distribution is its center 
mass. The center mass is familiar –​ it is the mean, median, or mode –​ the loca-
tion of the most cases or the highest density of cases if using a density graph. 
The center mass is the basis for such simple comparisons as differences in 
means tests. The center mass is also the subject of most regression models –​ 
coefficients pertain to average effects.

The second feature of distributions is dispersion. The dispersion is less 
familiar but central to most statistical analyses –​ measures like the range, 
standard deviation, variance, interquartile range, and the minimum and max-
imum pertain to the distribution’s dispersion. Dispersion often appears in 
descriptive tables and dictates inference in statistical models, whose standard 
errors relate the dispersion of estimates to the model coefficients.

The third feature of distributions, shape, is less familiar. The distribution’s 
shape describes the distribution’s contour; skew and kurtosis measures per-
tain to shape. Skew measures the symmetry, or asymmetry, in a distribution –​ 
does the distribution lean left or right? A negatively skewed distribution has 
a long tail to the left of its center mass. Alternatively, a positively skewed dis-
tribution has a long tail to the right of the distribution’s center mass.

Kurtosis is another measure of a distribution’s shape –​ specifically, it is a 
measure of the distribution’s tails. In theory, kurtosis does not indicate any-
thing about the distribution’s center, though we note that “peaked” centers 
always attend empirical policy distributions. Kurtosis is a measure of the 
combined tails of a distribution relative to the rest. A distribution with “fat” 
tails is leptokurtic –​ having excess cases or density in the tails compared to the 
normal distribution. Platykurtic distributions have fewer values in the tails and 
more values farther from the center mass (the mean).

These features of a distribution offer avenues for comparison along the 
three characteristics, whether with theoretical or parametric distributions or 
other empirical distributions. Punctuated equilibrium focuses attention on 
large, rapid agenda and policy changes that result from positive feedback. If 
a system behaves in such a manner and we later observe its distribution, it 
will produce a highly leptokurtic distribution. During the periods of stability, 
cases will cluster near the mean, but occasionally there will be periods of 
dramatic adjustment, generating fat tails. Thus, we can assess the process that 
generates the distribution by looking at its shape. The key goal for analysis is 
accurately characterizing the distribution’s shape –​ the stochastic process that 
generates the distribution of empirical outcomes. Then, the analysis proceeds 
to use the characterization of the distribution, often its shape, to compare the 
observed distribution to others or theoretical distributions.

Punctuated equilibrium implies that policy output measures follow a 
pattern of small changes occasionally interrupted by large-​scale changes. 
Looking at one policy across time can highlight a policy punctuation at a 
particular moment in time, but it cannot indicate whether the entire system 
is subject to such punctuations. In a distribution of policy outputs, it is the 
change that interests us. So, we use the relative change as the fundamental 
unit for examination. Relative changes are constructed as follows:
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Relative change is policy at time t (the present) minus policy at time 
t –​ 1 (previous policy) divided by policy at time t –​ 1 (previous policy). 
Multiplying the result by 100 would then give percentage change values. 
Then we prepare a frequency distribution based on the policy changes rather 
than the level of policy. Usually, this involves changes for each year for all 
policy topics.

By comparing kurtosis values in, say, stock market returns (a change dis-
tribution for all stocks in an index such as the Dow–​Jones) to kurtosis values 
in changes in attention to policy topics in congressional or parliamentary 
lawmaking, we generally find that legislation has descriptively more cases or 
density in the tails than market returns. However, this also hints at something 
more. Generically, the process of lawmaking has more “friction” than the 
process of trading stocks. Legislation is a set of rusty gears difficult to turn, 
but they turn quite a bit when they do. By design, stock trading is more 
free-​flowing (Jones, Sulkin, and Larsen 2003). Now that we know the focus 
of comparison is the shape, we can begin to lay a path to arrive at and reason 
through comparisons of policy distributions.

Recipe for Comparison

We view the steps below as a set of choices and opportunities rather than a set 
of rules. When engaging in work on punctuated equilibrium, the researcher 
need not always take the distributional approach. Much of the work we 
cite above uses other techniques. However, the distributional approach will 
be less familiar to those just getting started working in the field, perhaps 
because it is relatively unusual in political science and public policy outside 
of punctuated equilibrium approaches.

Taking the distributional approach implies that the researcher is interested 
in the prevalence of large-​scale policy or agenda changes. This approach is a 
launching pad for thinking about how differences in policy and governing 
systems lead to peculiar distributions of outcomes. Different concerns will 
lead to other approaches.

How does one begin to make comparisons? Our belief here is that the 
researcher should always “look” at the data. The simplest way to compare 
distributions is the eyeball test –​ histograms and bar charts. Graph the dis-
tribution of agenda or policy outcomes across their range to get a sense of 
where the cases are and their prevalence at given values (or codes). Once 
the researcher understands the distribution, a comparison with a parametric 
(e.g., normal) or other empirical distribution is possible.

The researcher must scrutinize the data. Data often take the general shape 
of a well-​known parametric distribution like the normal, and researchers 
proceed to model data accordingly. In our experience, a general “bell” shape 
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goads the researcher to complacency –​ failing to assess where the cases fall 
empirically. An excellent first step is to examine the distribution of outcomes 
as they relate to a parametric distribution (e.g., the normal or Poisson).

A second approach for longitudinal data is to examine trends. Policy 
and governing systems are sets of processes that generate a distribution of 
outcomes over time (Padgett 1980, Jones, Baumgartner, and True 1998). 
The dynamics of the system are knowable through those outcomes. We urge 
caution in the construction of trends. Reasoning about trends can devolve 
into event-​centered analysis –​ understanding the entire distribution over 
time due to shocks caused by external events. An insight of punctuated equi-
librium is that the external event or shock is a theoretical diversion –​ the sig-
nificant bit is how a policy or governing system processes the event or adapts 
to the shock. In other words, events do not determine outcomes; how the 
system processes and adapts to events generates observable outcomes. After 
all, the distribution or trend we observe is the response filtered through these 
systems.

Beyond graphical analysis, the discussion of the three features of 
distributions gives us a wealth of options for comparison. We recommend 
calculating the kurtosis values of the distribution and comparing these. Any 
standard statistical program (including MS Excel) will calculate kurtosis. We 
recommend L-​kurtosis in many cases since standard kurtosis scores can be 
unstable in the small sample sizes that characterize lots of policy research. 
See Breunig and Jones (2011) and Breunig and Koski (2006) for a complete 
explanation of L-​kurtosis.

Since larger kurtosis values indicate more cases in the tails of a distribu-
tion, the values suggest what issues, institutions, and processes are more prone 
to large changes. The researcher can begin to reason through all the policy, 
political, and administrative factors that might explain varying kurtosis levels 
across distributions. Social scientists are used to thinking about variation 
within a distribution of policy outcomes. Historically, data in public policy 
have been expensive in terms of effort. In the modern, digitized world, data 
are cheaper, and collection and storage methods foster increasing returns 
to scale. Developing and testing theory across distributions is less familiar 
but offers tremendous insights into how governing systems prioritize and 
respond to problems.

An example of combining the intuition of kurtosis values and graph-
ical analysis is the quantile–​quantile, or q-​q, plot. A q-​q plot graphs the 
quantiles of an empirical distribution (e.g., count of hearings on pollution) 
against the quantiles of a theoretical, parametric distribution (e.g., normal 
or Poisson distribution). If the q-​q plot aligns cases in a straight line at a 
45-​degree angle, then the theoretical distribution is a good approximation 
of the empirical distribution. The theoretical distribution is then useful for 
understanding the stochastic process generating the observed empirical dis-
tribution. Note that q-​q plots facilitate a wide range of empirical and the-
oretical comparisons.
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Examples of the Distributional Approach

The distributional approach originated in the field’s study of budgets, a 
fertile ground for methodological innovation and development. (We sus-
pect the theory is often mistakenly viewed as a budget theory.) Budgets 
illustrate the importance of correctly characterizing the stochastic process 
that generates observed change. These initial forays into the distributional 
approach also provided the basis for extending the theory conceptually and 
methodologically.

Incremental budgeting should be normally distributed according to 
budget theory. However, Jones, Baumgartner, and True (1998) characterize 
budgets as leptokurtic and statistically different from the normal distribu-
tion –​ budgets had excess probability (or cases) in the tails. Substantively, we 
can understand this as greater numbers of large changes and small changes 
than expected and fewer moderate changes. The initial research compared 
budget outcomes to the normal distribution to test theories of budget 
incrementalism. This research illustrates the value of comparing empirical 
distributions to theoretical distributions and illuminates an avenue of ana-
lysis and theory-​building. We can begin to understand the ways empirical 
outcomes depart from theoretical and develop explanations to test by com-
paring output distributions from different institutions or processes (Jones, 
Baumgartner, and Breunig, et al. 2009).

Jones, Sulkin, and Larsen (2003) develop a theory of decision costs to 
explain variation in empirical distributions. Their analysis extends the dis-
tributional approach to outcomes other than budgets such as the private 
sector –​ assessing stock market returns. The question here was not so much 
whether these distributions diverged from the normal (they did), but in what 
ways they differed from one another. They develop a theory of institutional 
friction that is rooted in decision costs faced by an organization. The higher 
the cost of making a collective decision, the more delay in addressing the 
issue, and the more likely that a policy punctuation will occur as friction is 
suddenly overcome. Decision costs form the conceptual seed that leads to a 
full-​blown theory of attention allocation rooted in the way institutions pro-
cess information about problems (Jones and Baumgartner 2005).

Boushey’s (2010) examination of state policy diffusion is an excellent 
example of comparing a theoretical expectation to an empirical distribution. 
If states engage in evaluating policies in terms of information –​ data and 
research –​ then the “shape” of policy diffusion should approximate the s-​
curve of the cumulative density of the normal distribution. Instead, Boushey 
finds that the shape of state policy adoptions approximates the cumulative 
density of the logistic distribution. Adoption is far more rapid than could be 
explained by an incremental learning model. Substantively, this means that 
the empirical distribution of state policy adoptions is more likely to result 
from copying or mimicking behavior rather than policy learning. Further, 
the degree of learning varies by policy topic.
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A trio of studies extends the distributional approach to local and state 
governments, respectively. Robinson, Caver, et al. (2007) examine Texas 
state school districts and find that higher levels of bureaucratization lead to 
“smoother” budget changes. The study illustrates the influence of organ-
ization and professionalism in alleviating budget volatility. Meanwhile, Park 
and Sapotichne (2019) study city budgets and again find that bureaucratic 
professionalism mitigates against extreme policy punctuations. Breunig and 
Koski (2006) build an original data set of state budgets across topics. They 
show that state budget changes differ by topic and state, introducing the field 
to L-​kurtosis and comparing those values across states.

The distributional approach is even useful for understanding behavior 
in the private sector. In a landmark study, Epp (2015, 2018) examines 1200 
private firms’ spending patterns and compares market versus deliberative 
resource allocation processes. Market processes aggregate the independent 
decisions of multiple actors, while deliberative processes are the product of 
interdependency brought on by the search for consensus. Epp finds that 
market processes lead to less punctuated resource allocation.

The distributional approach may yield leverage on extant hypotheses and 
be an end goal. The modern methods of analysis often use the distribu-
tional approach as the starting point for familiar analyses (e.g., regression). 
Fagan, Jones, and Wlezien (2017) use the distributional approach to compare 
punctuated budgetary outcomes in 24 countries. Using kurtosis measures as 
the dependent variable, they conduct a regression analysis that finds federal 
systems are more prone to punctuations than others. In many respects, this 
type of analysis is a bellwether for future research.

These studies are not an exhaustive list as there are too many well-​done 
studies to cover. We present these to illustrate the development of the distribu-
tional approach and shed light on how they build toward the full Punctuated 
Equilibrium Theory (PET) methodological toolkit. These methodological 
strategies derive more from textual data than budgets, though the two are 
not mutually exclusive. They are also more likely to develop regression ana-
lyses that are more familiar to the reader.

Agenda Composition and Diversity

The discussion above uses a single frequency distribution comprised of 
policy changes in policy topics across time. Annual changes in how much 
congressional committees focus on environmental policy each year over the 
approximately 70-​year period measured by the CAP yields only 69 data 
points, not enough to construct a stable frequency distribution. Nevertheless, 
annual changes in all major policy topics can be combined into one com-
prehensive frequency distribution, allowing the researcher to examine the 
kurtosis of several frequency distributions in different domains. How do the 
kurtosis topic changes addressed in congressional hearings across all topics 
compare to the kurtosis of laws passed? It turns out that the kurtosis for 
hearings is much closer to a normal distribution with modest tails than the 
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lawmaking distribution with its more extreme tails. Put simply, it is easier 
to get a topic scheduled for a hearing in Congress than to get Congress to 
pass and the president to sign a law. Friction or resistance is much greater for 
lawmaking.

Suppose we want to compare changes in the composition of items on the 
agenda as revealed in congressional hearings on a year-​to-​year (or Congress-​
to-​Congress) basis? Is the legislative agenda dispersed across many topics 
or concentrated on a few? How does that change across time? Economists 
use the Herfindahl Index to assess market concentration –​ the square of the 
percentage of the market a firm holds summed across all firms. Political 
scientists use this measure to gauge agenda concentration, along with a 
second measure, Shannon’s entropy (Shannon 1948, Baumgartner and Jones 
2015, pp. 54–​56). The calculation of Shannon’s entropy H is as follows:
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Entropy is the sum of the proportion of a variable, P(X), multiplied by the 
log of that proportion across its categories. Many statistical programs have 
built-​in functions for calculating entropy from a set of categories. To easily 
calculate entropy in a spreadsheet, organize the data such that periods appear 
in rows and the categories appear in columns. For each column, calculate the 
proportion of cases falling within that category and multiply this proportion 
by the same log. Summing across columns yields the entropy for the agenda 
in any given year.

Tracing the Herfindahl or entropy indexes across time shows that the 
composition is more open in some periods than others. In the US, this was 
a period from the late 1950s to the late 1970s. A second simpler “quick and 
dirty” method is to tabulate whether Congress addressed a topic in that year 
with at least one hearing (or held at least one vote on the topic, passed one 
law). This approach simplifies comparing agendas across domains and coun-
tries (Jones, Theriault, and Whyman 2019). For a thorough treatment of calcu-
lating entropy and its implications, see Boydstun, Bevan, and Thomas (2014).

Theory Development and Testing

PET addresses large-​scale agenda and policy changes as they coexist in a 
sea of incremental reform. The theory directs attention to the dispersion 
and shape of empirical observations. Whereas statistical modeling exercises 
usually address the center mass or mean outcome of interest, PET focuses 
on the entire range of outcomes and their relative distribution across that 
range. This conceptual foundation has tremendous meaning for how statis-
tical modeling proceeds.

What started as punctuated equilibrium within policy subsystems has 
evolved into a full-​fledged theory of how policy and governing systems 
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generate, process, and search for information. A central concern of the theory 
is how information processing contributes to the shape of policy change and 
the adaptability of social systems (Workman, Jones, and Jochim 2009; Koski 
and Workman 2018).

The theory posits that governing and policy systems oscillate between 
over-​responding and under-​responding to information. Most of the time, 
policy systems under-​respond to information –​ the response only partly 
addresses a problem. Under-​response means that pressure for a government 
response mounts as the system accumulates error –​ the gap between response 
and the problem increases little by little. Once error accumulates and surpasses 
the response threshold, the governing system’s rusty gears lurch into motion 
and produce a large response. Rather than matching the problem’s demands, 
the governing system often over-​responds to the problem once in motion.

In some cases, the over-​reaction can feed on itself, resulting in a policy 
bubble (Jones, Thomas, and Wolfe 2014). So, policymaking is a process of 
continual approximation, always under-​ and over-​shooting a problem such 
that the response is disproportionate or ill-​fit to the problem. Systems may 
differ in their efficiency. More efficient systems will respond more proportion-
ately. Less efficient systems, those with higher levels of institutional friction, will 
be less proportionate. These differences will be apparent in the distribution 
of outputs each system generates.

In the aftermath, a policy researcher observes a distribution of agenda or 
policy change with a tremendous amount of incremental change punctuated 
by more dramatic change. Institutional friction, feedback, and attention limits 
explain the characteristic pattern of policy dynamics. In addition to these, 
policies, particularly those that are locked-​in, can contribute to punctuated 
policy dynamics –​ locking-​in policy with no provision for revisiting or 
adjusting it all but guarantees that policy will become out of sync with the 
problem.

Feedback, Positive and Negative

The problem of policy lock-​in is especially relevant to the relationship 
between elected and administrative institutions. The tenets of democratic 
governance would have administrative units make policy at the direction of 
elected officials who construct detailed legislation constraining bureaucratic 
departments. The irony of this is, of course, that locking-​in policy causes 
errors to accumulate. Should the legislature have difficulty in prioritizing 
the problem for reform, then the error builds to the point of system failure.

Modern bureaucracies have broad discretion to make policies under 
existing legislation. Workman (2015) examines the relationship between 
legislative agenda-​setting and bureaucratic policymaking in the US. Using 
a data set of a quarter-​million regulatory proposals, he finds that the bur-
eaucratic agenda is responsive to the legislative agenda and not necessarily 
lawmaking in real time. Legislative hearings on a policy topic are associated 
with regulatory proposals on the same topic. When the legislature prioritizes 
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issues, the bureaucracy responds with policy, providing an essential mode of 
policy adjustment and adaptability to policy problems.

The study uses error correction models to gauge the gap between attention 
in the legislature and bureaucratic policymaking. Error correction models 
assess how quickly two variables return to their long-​run relationship after 
departures from their equilibria. Thus, the error correction model allows for 
evaluating the governing system’s sensitivity to being out of kilter with the 
set of problems.

Mortensen and Green-​Pedersen (2014) use error correction models 
to understand how agenda change connects to the creation and termin-
ation of government departments. Policy must adjust to changes in issues, 
but institutions make policy. Agency creation, termination, and reorgan-
ization facilitate the match between institutions and the set of problems 
on the agenda. In this case, the error correction pertains to adjusting the 
set of institutions available for given groups of issues (see also Baekgaard, 
Mortensen, and Seeberg 2018).

In the context of PET, we can assume that there is some informa-
tional change (e.g., shifting attention to an issue, a new topic, a redefined 
problem) and a governing system response in terms of policy or institu-
tional reform. Whether a policy response or institutional reform, the error 
correction approach tells us how sensitive a policy area is to under-​responses 
of the system. In essence, the error correction model measures the strength 
of negative feedback.

The original formulation of PET was concerned with policy change in 
the wake of the destabilization of institutions (e.g., policy subsystems). It is 
possible that destabilization instigates widely oscillating policy dynamics as 
the system over-​responds and attempts to correct the over-​response with an 
under-​response.

Robinson, Flink, and King (2013) tackle the phenomena of destabilized, 
oscillating policy responses. Using budgeting in local school districts, they 
find support for the corrective hypothesis –​ large positive increases in 
budgets lead to more extensive cuts in succeeding periods. Likewise, large 
budget cuts spur large increases in the succeeding periods. With the creative 
categorization of large cuts and increases, they use a simple logit model 
to estimate the probabilities of corrective dynamics and policy oscillation. 
In another study, Breunig and Koski (2012) find that punctuated budget 
outcomes lead to less long-​term growth, confirming policy feedback to have 
consequences for volatile policy change and substantive policy outcomes.

Institutional Friction

Friction in policymaking systems derives from four sets of costs: informa-
tion costs, cognitive costs, decision costs, and transaction costs (Jones, Sulkin, 
and Larsen 2003, p. 154). Decision costs are key to punctuated equilibrium 
and are the most common and highest costs in the political sphere (cogni-
tive costs are the realm of psychology, and transaction costs lie at the core of 
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economics). Studies based on the distributional approach find friction varies 
across countries, institutions, different policy process stages, and between the 
public and private sectors (Jones, Baumgartner, Breunig, et al. 2009, Breunig 
2011, Epp 2015).

Several studies have begun to hone the mechanisms linking decision 
costs to punctuated policy and agenda change distributions. Breunig and 
Koski (2009) employ time-​series specification and likelihood methods to 
examine the influence of states’ institutional characteristics on incremental 
and punctuated budget changes. They find that institutionally strong gov-
ernors induce punctuated budget changes over and above divided govern-
ment or budget stringency.

Breunig and Koski (2018) find that governors can use their agenda-​
setting power to shift attention to specific substantive budget categories in 
more recent work. In doing so, governors amplify policy punctuations in 
the realm of increases and decreases. They use a quantile regression model 
that estimates how the effect of an independent variable varies across the 
quantiles of an empirical distribution. Substantively, we can expect that some 
independent variables foster incremental change (i.e., more influential in 
the center of the distribution), while others are more connected to policy 
punctuations (i.e., the tails of the distribution).

When we think of nonconstant variance (i.e., heterogeneity), we usually 
contemplate controlling for variance in the dependent variable. Quantile 
regression holds promise for understanding how influences on policy change 
vary across values of the dependent variable. Rather than a point estimate of 
the average effect (e.g., regression estimates), we take the variability of these 
theorized causes more seriously. The method holds tremendous promise for 
future research.

Since friction is a product of decision costs, it is hardly surprising that 
management, professional expertise, and organization influence punctuated 
policy dynamics. In a critical study, Robinson, Caver, et al. (2007) cat-
egorize budget changes by size and find that bureaucratization decreases 
the propensity for punctuated budgetary change. Flink (2015) uses a similar 
methodology to find that personnel turnover and low performance scores 
contribute to punctuated budgetary change. These studies are notable for 
bringing public administration into the realm of PET. Extending the analysis 
to American cities, Park and Sapotichne (2019) find that city managers and 
administrative officer discretion decreases punctuated budgetary outcomes. 
Previously, most studies tackled institutional characteristics. Researchers are 
beginning to examine how more organic forms of organization influence 
agenda and policy change with these studies.

Issue Complexity

A key insight of punctuated equilibrium, indeed, many policy process theories, 
is the complexity of policy issues. Issues can be complex in two ways. The 
advocacy coalition framework (chapter in volume) excels at understanding 
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how scientific and technical complexity comes into play in determining 
the course of policy change. Complexity in the context of PET pertains to 
the interdependence and tradeoffs inherent in policy problems. For instance, 
climate change is the confluence of agriculture, transportation, energy, and 
emergency management, among others. These issues are linked and present 
tradeoffs; improving on one issue may mean doing worse on others.

Methodologically, this presents a problem. At some limit, both organiza-
tional attention and resources are finite. The budget contains a fixed pool of 
resources for a given period. There are only so many committees in the legis-
lature to attend to an issue. Increased attention on one issue means decreased 
attention to others. This interdependency can create a problem for statistical 
estimation under some circumstances.

Breunig and Busemeyer (2012) analyze budgets in the context of discre-
tionary and mandatory spending priorities. The study treats budgets as com-
positional data, calculating the additive log ratios of the proportions before 
analysis. They use seemingly unrelated regressions to model the tradeoffs 
inherent in the budget categories of 21 countries in terms of issue-​shares of 
the budget. Using the same approach on state budget data, Adolph, Breunig, 
and Koski (2018) find that partisans finance issues they prioritize by raiding 
the issues prioritized by their opponents.

Efforts to understand agenda complexity do not stop at modeling the 
interdependence in a causal framework. Measurement models can “map” 
the agenda space, illuminating the relationships among issues. Jones and 
Baumgartner (2004) use multidimensional scaling to assess the congruence 
between public priorities and the government agenda. Jochim and Jones 
(2012) scale 18 issues in the US Congress, finding that polarization is uneven 
across issues.

Workman (2015, pp. 116–​123) shows that the bureaucratic policy agenda 
changes dramatically with a shift in partisan control of Congress. Using time-​
series factor analysis familiar in studying money in economics, Workman 
shows that shifts in partisan control of Congress alter the agenda map. He 
documents issue-​bundling and issue-​shuffling as partisan shifts link issues 
and break others apart. Workman, Carlson, et al. (2021) deploy a finite mix-
ture factor model to map the agenda space for US education policy groups. 
The mixture model allows for an estimation of the issue space while con-
trolling for the variance across groups. In the latter study, the measurement 
model establishes the validity of an extensible topic-​coding scheme for edu-
cation policy.

The Politics of Search

Issue complexity has consequences for how individuals and organizations 
search for information about problems and not just their responses. On a 
practical level, Koski and Workman (2018) argue that it affects governments’ 
problem-​solving capacity. Baumgartner and Jones (2015) conceptualize two 
forms of information search. Expert search is needed when the goal is to 
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understand one dimension of a problem, especially related to scientific, tech-
nical, or administrative expertise. Entropic search is necessary when there is 
uncertainty surrounding the relevant dimensions of a problem. For instance, 
climate change requires an entropic search for information as many of the 
dimensions are interdependent.

The research on the politics of search is the youngest of the various 
offshoots of PET. Workman, Shafran, and Bark (2017) broke the ice with a 
study of bureaucratic testimony at legislative hearings. They use likelihood 
methods for counts and simulation to assess the relationship between legis-
lative uncertainty about a problem and the propensity to call bureaucratic 
experts to hearings. The study shows that topic uncertainty in the legislature 
leads to higher numbers of bureaucrats testifying. Among these, more of 
them are careerists rather than appointees, and the bureaucrats testify first, 
setting the course of the debate on the issue.

Fagan and McGee (2020) used reports at the Congressional Research 
Service coded by CAP codes to model the relationship between issue sali-
ence and the search for expertise by policymakers. Using time-​series cross-​
sectional analysis, they find issue salience increases the request for reporting 
from the legislative bureaucracy. The context for exploring how policymakers 
and public organizations seek out information is ripe with opportunity from 
various methodological approaches.

Future Directions

In this chapter, we have given the reader a brief overview of PET, the classi-
fication and measurement system that underlies much of the analysis in the 
field, and outlined a range of methodological approaches that link to various 
conceptual and theoretical concerns in the area of research. We caution the 
reader that there are many more statistical approaches to testing PET. We 
chose studies that illustrate the development of the methods alongside the 
important conceptual and theoretical questions guiding research. Perusing 
this chapter and these studies will provide the reader with a strategy for 
analysis.

Here, we outline what we think are fruitful areas for extension of the 
work and some constraints –​ though many of these present opportun-
ities for researchers hoping to get started. We can parse these opportunities 
and limitations in terms of statistical approaches and extensions of the data 
sets and the topic-​coding scheme. Extensions of the data and classification 
schemes have low technical buy-​in but require much effort. Pushing the 
boundaries of methodological approaches requires lower effort but demands 
more expertise.

Methodological Approaches

Budgetary data led the field’s early methodological development. Some 
caution is needed when extending these approaches to other output 

 

 



Code and Craft of Punctuated Equilibrium  73

73

measures. Budgetary data are unique in bundling two measurement features 
in a single score –​ direction and magnitude of change.

Text-​based data present a different problem. All else equal, increases in the 
number of laws, regulations, acts of parliament, or other policies, represent 
greater degrees of policy change and vice versa for decreases. But words are 
not numbers. A few words may inaugurate drastic policy change, and lengthy 
documents may do little to change the course of policy reform. So, textual 
data introduce more noise than budget measures in assessing the magnitude 
of change.

Directionality is also a challenge. Falling budgets mean “less,” but it is 
not clear that a reduced number of laws means less policy, especially given 
our discussion of policy lock-​in above. These are not substantive problems 
so much as measurement problems. Much of the current work relies on the 
normal distribution and relative policy changes (usually percent change). 
Alternative distributions will better characterize non-​budgetary data. In add-
ition, new conceptual development will be necessary to better link these 
distributions to changes in laws, hearings, parliamentary questions, speeches, 
and other non-​budgetary data.

Laws, regulations, speeches, acts of parliament are all bound at zero –​ 
that is, there are no negative values, just less attention, down to none. We 
think a fruitful avenue for methodological development would come with 
greater reliance on likelihood methods on untransformed data, particularly 
methods for counts. The theoretical distributions for count data offer natural 
controls for phenomena like thresholds, dependency among outcome values, 
and dealing with long positive tails (e.g., overdispersion, zero-​inflated, and 
hurdle models). These data also beg the question of the usefulness of skew as 
a secondary shape parameter.

Research on the policy process extends to ever more nuanced issues. Data 
collection is ongoing on many projects where the sample sizes are small by 
necessity. Given these, fitting the distribution that most accurately reflects 
the stochastic process generating the data is paramount. In these contexts, 
extreme value distributions and rare event frameworks may prove insightful.

In general, we think likelihood methods in which the researcher fits 
an appropriate stochastic distribution to the data and then parameterizes 
the dispersion or shape of the distribution offer tremendous opportun-
ities. These parameters allow for theory testing and further understanding 
of causal mechanisms underlying punctuated policy dynamics more dir-
ectly. See i-​Marin, Hurka, et al. (2019) for an example of parameterizing a 
different characteristic of a distribution. Likewise, Workman, Robinson, and 
Bark (2021) parameterize a generalized Paretian distribution’s shape param-
eter to model the organization’s impact on bureaucratic regulations.

Our final recommendation is not statistical at all. Qualitative case studies 
dominated early research on PET. We believe that additional qualitative work 
might illuminate the causal mechanisms associated with decision-​making 
under friction, the search for information in specific contexts, and the 
process of problem definition –​ how organizations construct meaning in 
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information, data, and research. These, in turn, provide fodder for large-​N 
studies testing and refining these elements. For example, Shpaizman (2016) 
demonstrates using the CAP coding system to choose policies for inten-
sive case studies. A team of Hungarian scholars led by Sebok Miklos and 
Boda Zsolt (2021) qualitatively isolate governing regimes in Hungary since 
1867. They analyze the issue agendas of each regime quantitatively and 
qualitatively and provide qualitative analysis of salient issues in each regime. 
Archuleta (2020) examines the process of pension reform in the US military. 
The study illuminates how pension policy remained institutionalized on the 
old industrial model rather than updating in the wake of dramatic societal 
change. There are many more examples of such studies, and the potential of 
unifying qualitative and quantitative analyses from a policy agenda perspec-
tive is great. Generally, qualitative research and historical tracking of policy 
developments and key decision points have a large potential for theoretical 
advance, and we would like to see more of it.

Data and Classification

Data and classification offer some straightforward opportunities to con-
tribute to the research area. We think of these contributions along three 
fronts –​ adding spatial units, extending the system to more detailed policy 
content, and new developments in collection or classification.

The data sets housed at the CAP contain data from 23 countries and 
2 American states. Most of the countries are western-​style democracies. 
Though they represent tremendous cultural and institutional variation, there 
is plenty of room to add and learn from countries and systems yet to be 
included, particularly those without democratic norms. Expansion to the 
nations and governments of the global south and east offers an opportunity 
to test many of the theory’s central propositions in contexts outside western 
democracies and in less familiar cultural contexts. The decision-​making 
model at the core of PET is one of bounded rationality. It should apply just 
as well to a monarchy or a dictatorship as it should to a system with multiple 
competing power sources. Indeed, Epp (2018) has applied the theory suc-
cessfully to decisions made by private corporations. By adding to the range 
of tests of the theory, we can better assess it.

The project contains data from China and Russia, though authoritarian 
regimes are certainly underrepresented. Data collection in these systems can 
be difficult as measures can be unreliable, and researchers must undertake 
strategies to triangulate indicators to arrive at reliable data. Early research 
on authoritarian regimes suggests they exacerbate punctuated policy change 
(Baumgartner, Carammia, et al. 2017), though fiscal management seems to 
matter (Xiao, Wang, and Liu 2019).

There are only two states available to date. So, a focus on the American 
states is a fruitful line of research. So far, the main avenue for comparison is 
between states and the federal government. A more significant collection of 
states would allow state-​level institutional differences to shine a light on the 
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agenda, much as they have budgets. Also, researchers could assess the effects 
of partisan regimes on the agenda since partisan control of state governments 
varies greatly. In general, spatial expansion across countries and down to 
lower government levels will advance theory development. For instance, 
Baekgaard, Larsen, and Mortensen (2019) have applied the system to city 
council agendas across Denmark. Automated text classification systems can 
allow the collection and classification of millions of documents, allowing 
further expansion of the theoretical approach to more systems.

Far fewer scholars make use of the policy subtopics than of the major 
topics. One can study more context-​specific issues by selecting bundles of 
subtopics and aggregating them to understand policy dynamics at a more 
detailed level. The other approach is to extend the classification system to 
issues of much finer detail. By maintaining the hierarchical structure of the 
classification system and categorizing observations into new, mutually exclu-
sive categories, the researcher can extend the topic classification system to an 
infinite level of detail. For example, see Workman, Carlson, et al. (2021) on 
education policy, May, Workman, and Jones (2008) on emergency manage-
ment, and Koski, Siddiki, et al. (2016) on the agendas of food policy councils.

It is surprising to those of us who know the CAP well that it has not 
reached its potential in promoting, subsidizing, encouraging, and allowing 
higher and lower cost qualitative work on individual policy domains. By 
bringing together so many policy documents and classifying them by topic, 
we allow anyone to consolidate and identify all documents relating to 
hundreds of possible research questions with minimal effort. For example, 
every congressional hearing on the topic of immigration, or endangered 
species protection, or banking, or discrimination against women (to pick 
a few examples), is identifiable with a few mouse clicks. One may then 
combine these with laws, stories in the Congressional Quarterly, relevant 
data from other countries, or several other indicators. Such a compilation of 
information used to take months or years and could be the beginning of a 
historically rich qualitative policy history. The CAP is not only a repository 
of quantitative data requiring the most sophisticated statistical methods to 
generate new publications. It is a good starting point for qualitative research.

A final note. For policy researchers, the Comparative Policy Agendas data 
system has become the standard metric for categorizing policies. It is not 
perfect, nor is any other measuring system. However, as we have explained 
here, it can be expanded so long as hierarchy rules and attention to reliability 
and backward compatibility are honored. Occasionally, we still see inde-
pendently derived policy categorization systems that cannot be integrated 
into the comparative system described here. In any case, we urge scholars to 
think about and plan how a new system might integrate with CAP during 
development. We welcome the opportunity to discuss category development 
and extension and are happy to offer help and consultation.

There is yet much to do in the development and testing of PET. We 
appreciate that the theory is alive and evolving both substantively and meth-
odologically. The field continues to welcome ingenuity, innovation, and 
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problem-​solving. Contributing to the research endeavor is straightforward, 
as is carving a niche in the field.

References

Adolph, Christopher, Christian Breunig, and Chris Koski. 2018. “The Political 
Economy of Budget Tradeoffs.” Journal of Public Policy (Cambridge University 
Press (CUP)) 40: 25–​50. doi:10.1017/​S0143814X18000326.

Archuleta, Brandon J. 2020. Twenty Years of Service: The Politics of Military Pension Policy 
and the Long Road to Reform. Lawrence, KS: University Press of Kansas.

Baekgaard, Martin, Søren K. Larsen, and Peter B. Mortensen. 2019. “Negative 
Feedback, Political Attention, and Public Policy.” Public Administration 97: 210–​225.

Baekgaard, Martin, Peter B. Mortensen, and Henrik Bech Seeberg. 2018. “The 
Bureaucracy and the Policy Agenda.” Journal of Public Administration Research 
and Theory (Oxford University Press (OUP)) 28: 239–​253. doi:10.1093/​jopart/​
mux045.

Bark, Tracey, and Elizabeth Bell. 2018. “Issue Prioritization by Bureaucratic Leaders: 
The Influence of Institutional Structure.” Administration & Society (SAGE 
Publications) 51: 915–​950. doi:10.1177/​0095399718810194.

Baumgartner, Frank R., Jeffery M. Berry, Marie Hojnacki, David C. Kimball, and 
Beth L. Leech. 2009. Lobbying and Policy Change: Who Wins, Who Loses, and Why. 
Chicago, IL: University of Chicago Press.

Baumgartner, Frank R., Chrstian Breunig, and Emiliano Grossman. 2019. Comparative 
Policy Agendas: Theory, Tools, Data. Oxford University Press. www.ebook.de/​de/​
product/​35055846/​comparative_​policy_​agendas_​theory_​tools_​data.html.

Baumgartner, Frank R., Marcello Carammia, Derek A. Epp, Ben Noble, Beatriz 
Rey, and Tevfik Murat Yildirim. 2017. “Budgetary Change in Authoritarian and 
Democratic Regimes.” Journal of European Public Policy (Informa UK Limited) 24: 
792–​808. doi:10.1080/​13501763.2017.1296482.

Baumgartner, Frank R., and Bryan D. Jones. 2009. Agendas and Instability in American 
Politics. 2nd Edition. Chicago, IL: University of Chicago Press.

——. 2015. The Politics of Information: Problem Definition and the Course of Public Policy 
in America. Chicago, IL: University of Chicago Press.

Boushey, Graeme. 2010. Policy Diffusion Dynamics in America. Cambridge: Cambridge 
University Press.

Boystun, Amber E., Shaun Bevan, and Herschel F. Thomas, III. 2014. “The 
Importance of Attention Diversity and How to Measure It.” Policy Studies Journal 
42(2): 173–​196.

Breunig, Christian. 2011. “Reduction, Stasis, and Expansion of Budgets in Advanced 
Democracies.” Comparative Political Studies 44: 1060–​1088.

Breunig, Christian, and Marius R. Busemeyer. 2012. “Fiscal Austerity and the Tradeoff 
between Public Investment and Social Spending.” Journal of European Public Policy 
(Informa UK Limited) 19: 921–​938. doi:10.1080/​13501763.2011.614158.

Breunig, Christian, and Bryan D. Jones. 2011. “Stochastic Process Methods with an 
Application to Budgetary Data.” Political Analysis (Cambridge University Press 
(CUP)) 19: 103–​117. doi:10.1093/​pan/​mpq038.

Breunig, Christian, and Chris Koski. 2006. “Punctuated Equilibria and Budgets in 
the American States.” Policy Studies Journal (Wiley) 34: 363–​379. doi:https://​doi.
org/​10.1111/​j.1541-​0072.2006.00177.x.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://dx.doi.org/10.1017/S0143814X18000326
http://dx.doi.org/10.1093/jopart/mux045
http://dx.doi.org/10.1093/jopart/mux045
http://dx.doi.org/10.1177/0095399718810194
http://www.ebook.de
http://www.ebook.de
http://dx.doi.org/10.1080/13501763.2017.1296482
http://dx.doi.org/10.1080/13501763.2011.614158
http://dx.doi.org/10.1093/pan/mpq038
https://doi.org/10.1111/j.1541-0072.2006.00177.x
https://doi.org/10.1111/j.1541-0072.2006.00177.x


Code and Craft of Punctuated Equilibrium  77

77

——. 2009. “Punctuated Budgets and Governors’ Institutional Powers.” 
American Politics Research (SAGE Publications) 37: 1116–​1138. doi:10.1177/​
1532673X09333583.

——. 2012. “The Tortoise or the Hare? Incrementalism, Punctuations, and Their 
Consequences.” Policy Studies Journal. 40(1): 45–​68.

——. 2018. “Topping Off and Bottoming Out: Setting Budget Priorities through 
Executive Power.” Policy Studies Journal (Wiley) 48: 342–​366. doi:10.1111/​
psj.12247.

Epp, Derek A. 2015. “Punctuated Equilibria in the Private Sector and the Stability 
of Market Systems.” Policy Studies Journal (Wiley) 43: 417–​436. doi:10.1111/​
psj.12107.

——. 2018. The Structure of Policy Change. Chicago, IL: University of Chicago Press.
Fagan, Edward J., Bryan D. Jones, and Christopher Wlezien. 2017. “Representative 

Systems and Policy Punctuations.” Journal of European Public Policy (Informa UK 
Limited) 24: 809–​831. doi:10.1080/​13501763.2017.1296483.

Fagan, Edward J., and Zachary A. McGee. 2020. “Problem Solving and the Demand 
for Expert Information in Congress.” Legislative Studies Quarterly (Wiley). 
doi:10.1111/​lsq.12323.

Flink, Carla M. 2015. “Rethinking Punctuated Equilibrium Theory: A Public 
Administration Approach to Budgetary Changes.” Policy Studies Journal (Wiley) 
45: 101–​120. doi:10.1111/​psj.12114.

Hanyu Xiao, Xiao Hu Wang, and Cheol Liu. 2019. “Budgetary Punctuations: A 
Fiscal Management Perspective.” Policy Studies Journal. https://​doi.org/​10.1111/​
psj.12362

i-​Marin, Xavier Fernandez, Steffen Hurka, Christoph Knill, and Yves Steinebach. 
2019. “Systemic Dynamics of Policy Change: Overcoming Some Blind Spots 
of Punctuated Equilibrium Theory.” Policy Studies Journal (Wiley). doi:10.1111/​
psj.12379.

Jochim, Ashley E., and Bryan D. Jones. 2012. “Issue Politics in a Polarized Congress.” 
Political Research Quarterly (SAGE Publications) 66: 352–​369. doi:10.1177/​
1065912912448930.

Jones, Bryan D. 1994. Reconceiving Decision-​Making in Democratic Politics: Attention, 
Choice, and Public Policy. Chicago, IL: Chicago University Press.

——. 2015. “The Comparative Policy Agendas Projects as Measurement Systems: 
Response to Dowding, Hindmoor and Martin.” Journal of Public Policy (Cambridge 
University Press (CUP)) 36: 31–​46. doi:10.1017/​S0143814X15000161.

Jones, Bryan D., and Frank R. Baumgartner. 2004. “Representation and Agenda 
Setting.” Policy Studies Journal 32: 1–​24.

——. 2005. The Politics of Attention: How Government Prioritizes Problems. Chicago, IL: 
Chicago University Press.

——. 2012. “From There to Here: Punctuated Equilibrium to the General 
Punctuation Thesis to a Theory of Government Information Processing.” Policy 
Studies Journal (Wiley) 40: 1–​20. doi:10.1111/​j.1541-​0072.2011.00431.x.Jones, 
Bryan D., Frank R. Baumgartner, Christian Breunig, Christopher Wlezien, Stuart 
Soroka, Martial Foucault, Abel Francois, et al. 2009. “A General Empirical Law 
of Public Budgets: A Comparative Analysis.” American Journal of Political Science 53: 
855–​873.

Jones, Bryan D., Frank R. Baumgartner, and Peter B. Mortensen. 2017. “Punctuated 
Equilibrium Theory: Explaining Stability and Change in Public Policymaking.” 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://dx.doi.org/10.1177/1532673X09333583
http://dx.doi.org/10.1177/1532673X09333583
http://dx.doi.org/10.1111/psj.12247
http://dx.doi.org/10.1111/psj.12247
http://dx.doi.org/10.1111/psj.12107
http://dx.doi.org/10.1111/psj.12107
http://dx.doi.org/10.1080/13501763.2017.1296483
http://dx.doi.org/10.1111/lsq.12323
http://dx.doi.org/10.1111/psj.12114
https://doi.org/10.1111/psj.12362
https://doi.org/10.1111/psj.12362
http://dx.doi.org/10.1111/psj.12379
http://dx.doi.org/10.1111/psj.12379
http://dx.doi.org/10.1177/1065912912448930
http://dx.doi.org/10.1177/1065912912448930
http://dx.doi.org/10.1017/S0143814X15000161
http://dx.doi.org/10.1111/j.1541-0072.2011.00431.x


78  Samuel Workman et al.

78

In Theories of the Policy Process, edited by Paul A. Sabatier Christopher M. Weible. 
Milton Park: Taylor & Francis Inc. pp. 55–​101, www.ebook.de/​de/​product/​
28096500/​christopher_​m_​weible_​paul_​a_​sabatier_​theories_​of_​the_​policy_​pro-
cess.html.

Jones, Bryan D., Frank R. Baumgartner, and James L. True. 1998. “Policy Punctuations: 
US Budget Authority, 1947–​1995.” Journal of Politics 60(1): 1–​33.

Jones, Bryan D., Derek Epp, and Frank Baumgartner. 2019. “Democracy, 
Authoritarianism, and Policy Punctuations.” International Review of Public Policy 1: 
7–​26. http://​doi.org/​10.4000/​irpp.318.

Jones, Bryan D., Tracy Sulkin, and Heather A. Larsen. 2003. “Policy Punctuations 
in American Political Institutions.” American Political Science Review 97: 151–​169.

Jones, Bryan D., Sean M. Theriault, and Michelle Whyman. 2019. The Great Broadening 
Chicago, IL: University of Chicago Press.

Jones, Bryan D., Trey Thomas, and Michelle Wolfe. 2014. “Policy Bubbles.” Policy 
Studies Journal 42: 146–​171.

Kingdon, John W. 1984. Agendas, Alternatives, and Public Policies. Boston, MA: Little, 
Brown.Koski, Chris, Saba Siddiki, Abdul-​Akeem Sadiq, and Julia Carboni. 2016. 
“Representation in Collaborative Governance: A Case Study of a Food Policy 
Council.” The American Review of Public Administration (SAGE Publications) 48: 
359–​373. doi:10.1177/​0275074016678683.

Koski, Chris, and Samuel Workman. 2018. “Drawing Practical Lessons from 
Punctuated Equilibrium Theory.” Policy & Politics 46: 293–​308. doi:10.1332/​
030557318x15230061413778.

Loftis, Matt W., and Peter B. Mortensen. 2018. “Collaborating with the Machines: A 
Hybrid Method for Classifying Policy Documents.” Policy Studies Journal (Wiley) 
48: 184–​206. doi:10.1111/​psj.12245.

May, Peter J., Samuel Workman, and Bryan D. Jones. 2008. “Organizing Attention: 
Responses of the Bureaucracy to Agenda Disruption.” Journal of Public 
Administration Research and Theory 18: 517–​541. doi:10.1093/​jopart/​mun015.

Miller, Lisa L. 2007. “The Representational Biases of Federalism: Scope and Bias in 
the Political Process.” Perspectives on Politics 5: 305–​321.

Mortensen, P. B., and C. Green-​Pedersen. 2014. “Institutional Effects of Changes in 
Political Attention: Explaining Organizational Changes in the Top Bureaucracy.” 
Journal of Public Administration Research and Theory (Oxford University Press 
(OUP)) 25: 165–​189. doi:10.1093/​jopart/​muu030.

Padgett, John F. 1980. “Bounded Rationality in Budgetary Research.” American 
Political Science Review 74: 354–​372.

Park, Angela Y. S., and Joshua Sapotichne. 2019. “Punctuated Equilibrium and 
Bureaucratic Autonomy in American City Governments.” Policy Studies Journal 
(Wiley) 48: 896–​925. doi:10.1111/​psj.12333.

Robinson, Scott E., Floun’say Caver, Kenneth J. Meier, and Lawrence J. O’Toole Jr. 
2007. “Explaining Policy Punctuations: Bureaucratization and Budget Change.” 
American Journal of Political Science 51: 140–​150.

Robinson, Scott E., C. M. Flink, and C. M. King. 2013. “Organizational History 
and Budgetary Punctuation.” Journal of Public Administration Research and 
Theory (Oxford University Press (OUP)) 24: 459–​471. doi:10.1093/​jopart/​
mut035.Russell, Annelise. 2020. “Senate Representation on Twitter: National 
Policy Reputations for Constituent Communication.” Social Science Quarterly 
(Wiley) 102: 301–​323. doi:10.1111/​ssqu.12904.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.ebook.de
http://www.ebook.de
http://www.ebook.de
http://doi.org/10.4000/irpp.318
http://dx.doi.org/10.1177/0275074016678683
http://dx.doi.org/10.1332/030557318x15230061413778
http://dx.doi.org/10.1332/030557318x15230061413778
http://dx.doi.org/10.1111/psj.12245
http://dx.doi.org/10.1093/jopart/mun015
http://dx.doi.org/10.1093/jopart/muu030
http://dx.doi.org/10.1111/psj.12333
http://dx.doi.org/10.1093/jopart/mut035
http://dx.doi.org/10.1093/jopart/mut035
http://dx.doi.org/10.1111/ssqu.12904


Code and Craft of Punctuated Equilibrium  79

79

Sabatier, Paul A. 1987. “Knowledge, Policy-​Oriented Learning, and Policy Change.” 
Knowledge (SAGE Publications) 8: 649–​692. doi:10.1177/​016402598700  
8004005.

Schattschneider, E. E. 1960. The Semi-​Sovereign People. New York, NY: Holt, 
Rhinehart, and Winston.

Sebok Miklos and Boda Zsolt (eds). 2021. Policy Agendas in Democracy, Autocracy and 
Hybrid Regimes: The Case of Hungary. London: Palgrave.

Shannon, Claude E. 1948. “A Mathematical Theory of Communication.” Bell System 
Technical Journal 27(4): 623–​656.

Shpaizman, Ilana. 2016. “Identifying Relevant Cases of Conversion and Drift Using 
the Policy Agendas Project.” Policy Studies Journal 45(3): 490–​509.

Tosun, Jale, and Samuel Workman. 2017. “Struggle and Triumph in Fusing Policy 
Process and Comparative Research.” In Theories of the Policy Process, edited by 
Christopher M. Weible and Paul A. Sabatier, 329–​362. Boulder, CO: Westview 
Press. www.amazon.com/​dp/​0813350522.

Workman, Samuel. 2015. The Dynamics of Bureaucracy in the US Government: How 
Congress and Federal Agencies Process Information and Solve Problems. Cambridge: 
Cambridge University Press. www.amazon.com/​author/​samuelworkman.

Workman, Samuel, Bryan D. Jones, and Ashley E. Jochim. 2009. “Information 
Processing and Policy Dynamics.” Policy Studies Journal. 37(1): 75-​92. https://​doi.
org/​10.1111/​j.1541-​0072.2008.00296.x

Workman, Samuel, Deven Carlson, Tracey Bark, and Elizabeth Bell. 2021. 
“Measuring Interest Group Agendas in Regulatory Proposals: A Method and 
the Case of US Education Policy.” Interest Groups & Advocacy. https://​doi.org/​
10.1057/​s41309-​021-​00129-​w

Workman, Samuel, JoBeth Shafran, and Tracey Bark. 2017. “Problem Definition and 
Information Provision by Federal Bureaucrats.” Cognitive Systems Research. 43: 
140-​152. http://​dx.doi.org/​10.1016/​j.cogsys.2016.11.002

Workman, Samuel, Scott E. Robinson, and Tracey Bark. 2021. “Bureaucratic 
Organization and Policy Change.” Institute for Policy Research and Public Affairs 
Working Paper.

 

 

 

 

 

 

 

 

 

 

 

http://dx.doi.org/10.1177/0164025987008004005
http://dx.doi.org/10.1177/0164025987008004005
http://www.amazon.com
http://www.amazon.com
https://doi.org/10.1111/j.1541-0072.2008.00296.x
https://doi.org/10.1111/j.1541-0072.2008.00296.x
https://doi.org/10.1057/s41309-021-00129-w
https://doi.org/10.1057/s41309-021-00129-w
http://dx.doi.org/10.1016/j.cogsys.2016.11.002


80

DOI: 10.4324/9781003269083-4

4	� Methods for Applying Policy 
Feedback Theory

Mallory SoRelle and Jamila Michener

Introduction

In a political landscape structured by existing public policies, how can we 
understand the politics of policymaking without accounting for the dynamics 
created by preexisting programs? Policy feedback theory posits we cannot. 
Most theories of the policy process treat public policy as a final destin-
ation—​the output of a progression shaped by other political factors. Scholars 
of policy feedback, by contrast, argue that the design, implementation, and 
benefits or burdens bestowed by public policy are capable of reshaping a 
variety of other political outcomes (Mettler and SoRelle 2018). The goal of 
policy feedback research is to ask how policies can influence subsequent pol-
itics,1 and how that process ultimately affects future efforts at policy reform.

As Figure 4.1 depicts, policy feedback scholarship revolves primarily 
around four broad lines of inquiry: First, how do policies reshape political 
agendas and the definition of policy problems moving forward? Perhaps most obvi-
ously, once a policy is enacted, it influences agenda setting because it requires 
oversight and upkeep—​either formally through reauthorization processes or 
informally through necessary updates, amendments, or technical corrections 
(Mettler 2016). Existing policies also induce a process of policy learning that 
may affect how lawmakers view and act to address an issue in the future. 
For example, scholars have demonstrated how policies addressing healthcare 
(Hacker 2002), childcare (Morgan 2006), higher education (Rose 2018), and 
consumer financial regulation (SoRelle 2020) set precedents that constrain 
what lawmakers deemed to be legitimate uses of government intervention 
in subsequent legislative efforts on those issues. Another critical way that 
existing policies can define future policymaking efforts is through the con-
struction of target populations (Schneider and Ingram 1993) that generate 
norms—​both positive and negative—​about different beneficiary groups. 
These norms may influence how policymakers (or the public) evaluate the 
deservingness of different groups, with consequences for the generosity or 
punitive nature of future policy reforms.

A second major stream of inquiry considers how polices affect the form of  
governance for a particular issue or set of issues. Policies may build (or under-
mine) governmental capacities and standard operating procedures that affect  
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lawmakers’ choices about designs and administrative arrangements for future  
programs. For example, the creation of the Social Security Administration  
and its subsequent reputation as a capable and efficient manager of retire-
ment benefits influenced the implementation of Medicare under its auspices  
(Derthick 1979). Skocpol and Finegold (1982) demonstrate how the distinct 
forms of governance employed for two New Deal programs—​the  
Agricultural Adjustment Act and the National Industrial Recovery Act—​ 
shaped the disparate trajectories of those two policies. Scholars have also  
explored how the design of bureaucratic agencies can influence future pol-
itical interventions through the process of path dependence (Pierson 1993).  
For example, Jacobs and King (2016) show how the initial design of the  
Federal Reserve helped the agency to expand and consolidate power in  
the regulation of financial markets, with significant consequences for future  
financial reform efforts.

While these first two streams of inquiry focus on policymaking institutions, 
the third and fourth streams address how programs can influence the polit-
ical power of interest groups and ordinary individuals. With respect to the 
first query, feedback scholars have produced a wealth of research addressing 
how public policies influence the power of groups. Policies might, for example, 
create incentives for interest groups to form in the first place, or once 
established, shape their level of activity around or commitment of resources 
to a particular political agenda (Walker 1983; Patashnik 2008). For example, 
scholars demonstrate how the Social Security Act’s provision of monetary 
benefits to older Americans sparked the formation of a powerful constitu-
ency and its associated public interest groups (Campbell 2002; Béland 2010). 
Thurston (2018), by contrast, illuminates how being denied benefits like 
housing finance that are conferred by new policy programs may motivate 
interest groups to coalesce and fight for access to those benefits.

Alternatively, the design of public policies can also preempt the forma-
tion of relevant coalitions. Goss (2013) explores how the liberal feminist 
foundations of equal rights laws enacted in the 1970s diminished the range 
of women’s associational activity in politics, and SoRelle (2020) shows how 
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the marketizing provisions of consumer financial protections prevented the 
formation of broad-​based borrower political mobilization in the wake of the 
2008 financial crisis. Policies may also disempower communities by placing 
undue burdens on marginalized members, as can be the case for programs 
like TANF (Soss, Fording, and Schram 2011) and Medicaid (Michener 
2018), or through carceral policies (Weaver and Lerman 2010; Davis 2020). 
Policies can foster partisan attachments with the creation of particular public 
programs, for example, the Affordable Care Act (ACA), that enable parties to 
mobilize voters who rely on them.

Finally, feedback scholars explore how public policies shape the meaning 
of citizenship. That is to say, once a policy is enacted, how does it structure 
the relationship between a government and those under its jurisdiction? 
Several scholars of policy feedback address this question quite literally: how 
do public policies shape membership, or citizenship, in a polity. For example, 
Bloemraad (2006) demonstrates how immigration policies in the United 
States and Canada differ in their effects on immigrant incorporation. There 
also exists a long tradition in feedback scholarship that charts how public pol-
icies expand or limit access to social citizenship and its benefits. For example, 
Skocpol (1992), Orloff (1993), Mettler (1998), Canaday (2009), Soss et al. 
(2011), Fox (2012), and Michener (2018) each present accounts of social 
welfare policy in the United States that demonstrate how those programs 
stratified access to benefits based on race and gender with consequences 
for beneficiaries’ participation in the political sphere. Much of the recent 
work addressing the meaning of citizenship explores how public policies 
shape the way that people view themselves and others vis-​à-​vis the state. 
Specifically, policies can influence how the public construes the value and 
efficacy of their own citizenship in ways that can enhance (e.g., Campbell 
2002; Mettler 2005), diminish (e.g., Soss 1999; Weaver and Lerman 2010), 
or produce mixed results (e.g., Chen 2013; Michener 2018; Hern 2019) for 
political engagement.

These four lines of inquiry implicate three main sets of political actors: 
governing institutions and agents, organized interests, and mass publics. 
They also center two broad mechanisms: resource and interpretive effects. 
The result is a rich tapestry of possible combinations for scholarly inquiry 
to probe how public policies (1) provide or limit access to resources and 
(2) construct positive or negative norms about self or government efficacy 
that can shape the capacities and incentives of institutions, groups, and indi-
viduals to make gains through the political process.

There is no single methodological template for scholars who wish to 
conduct policy feedback research. As a field, feedback scholarship and each 
of its major strands of inquiry bridges the divide between institutional and 
behavioral approaches to social science. Its origins lie in the realm of histor-
ical institutionalism, and its basic premise—​that public policies are durable 
institutions capable of shaping a wide range of political outcomes—​is con-
sistent with this orientation. But much of the recent feedback work is inher-
ently behavioral, exploring how beneficiary status as an individual (or group) 
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attribute shapes political attitudes, capacity, and engagement. The benefit 
of policy feedback’s ecumenical methodological approach is that it offers 
scholars a great deal of flexibility in their empirical strategies. The challenge 
is that it invites methodological obstacles endemic to both institutional and 
behavioral frameworks. In the remainder of this chapter, we will consider 
how to conceptualize and design feedback studies, discuss the major empir-
ical challenges facing policy feedback researchers, explore different meth-
odological strategies employed by feedback scholars, and consider future 
directions for policy feedback inquiry.

Conceptualizing and Designing Policy Feedback Research

As scholars of policy feedback approach an expanding range of new and  
important inquiries, advancing knowledge in this arena will require  
continued and growing understanding of best practices with respect to  
research design and methods. A first-​order task in this regard is to delineate  
the basic contours of theoretical conceptualization that form the bedrock  
of policy feedback scholarship. These conceptual elements shape research  
design, measurement, and analysis decisions in policy feedback studies. While  
they sometimes remain tacit, explicitly outlining them enables scholars to  
more critically and intentionally consider a fuller array of policy feedback  
questions and approaches. Table 4.1 emphasizes four key aspects of policy  
feedback: (1) the unit of analysis, (2) the contextual level, (3) the resources  

Table 4.1 � Key conceptual elements of policy feedback processes

Units of Analysis Resource Effects Interpretive Effects Contextual Effects

Governing 
institutions/  
actors/​elites  
(e.g., elected 
legislators, 
bureaucrats, 
executives)

Infrastructure/​
staff capacity; 
budget; 
expertise; 
professionalism

Social 
constructions 
of policy 
targets; political 
learning

National, state/​
regional, or 
local governing 
institutions/​
actors

Interest groups/​
organizations 
(e.g., corporations, 
public interest 
groups)

Funding; 
administrative 
capacity

Coalitional 
assessments; 
future 
opportunities; 
difficulty/​
possibility of 
change

National, state/​
regional, and 
local organized 
interests

Mass publics 
(e.g., policy 
beneficiaries, 
communities)

Monetary 
resources; 
education; 
skills

Political efficacy 
(internal and 
external); 
political 
interest; 
political trust

Policy beneficiaries 
and other people 
affected by policy 
nested within 
communities, 
states, and nations
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that shape the political process, and (4) the interpretive schemas and modes  
of learning that shape the political process.

Unit of Analysis

The unit of analysis in a given policy feedback study is the central actor 
being examined. As noted previously, early feedback research fell within the 
vein of historical institutionalism and was thus inclined toward an emphasis 
on governing institutions and actors as the unit of analysis (Derthick 1979; 
Skocpol and Finegold 1982; Pierson 1993; Mettler 1998; Thelen 1999; 
Hacker 2002). This analytical focus has continued in more recent work 
(Jacobs and King 2016) and remains a core component of policy feedback 
research. Importantly, the category of “governing institutions/​actors” is cap-
acious. Scholars working in this tradition have a wide range of actors and 
institutions to consider across governmental venues and contextual levels. 
The appropriate actor and institution for study is contingent on the research 
questions and theories at play. As a general practice, scholars focused on 
political institutions and elite political actors would do well to think crit-
ically about why particular actors and institutions are centered relative to 
others and to clearly articulate the theoretical and practical rationale for such 
choices.

Since the late 1990s, the central locus of policy feedback scholarship 
has echoed the discipline of political science more broadly, shifting toward 
individual-​level behavioral approaches that emphasize how policies affect 
the political attitudes and actions of everyday people (mass publics). This 
line of research has spanned the gamut in terms of the specific populations 
targeted, with work focusing on how policies affect direct beneficiaries/​
burdenficiaries (Soss 1999; Campbell 2002; Kumlin 2002; Mettler 2005; 
Weaver and Lerman 2010; Michener 2018), those in proximate contact with 
direct beneficiaries/​burdenficiaries like family members (Walker 2014, 2020; 
White 2019; Walker, Roman, and Barreto 2020), those who live in commu-
nities with high concentrations of direct beneficiaries/​burdenficiaries and 
are thereby indirectly affected (Burch 2013; Michener 2017), and the general 
population more broadly—​whose attitudes may be shaped by salient policy 
changes (Soss and Schram 2007; Pacheco 2013).

Organized interests fall in the middle of the spectrum between governing 
institutions and ordinary people, and they have received relatively less 
attention from policy feedback scholars compared to the other two units of 
analysis. Still, an important and growing body of scholarship has emphasized 
organizations of various sorts, ranging from publicly subsidized after-​school 
programs to public sector unions to women’s groups to energy lobbies 
(Brown 2020; Skocpol 1992; Goss 2010; Anzia and Moe 2016; Hertel-​
Fernandez 2018; Goss, Barnes, and Rose 2019; Barnes 2020; Stokes 2020). 
The scope of this research reflects the many facets of policy feedback that 
involve organized interests, and the trajectory of the field suggests that an 
emphasis on feedback effects and organized interests will continue to grow.
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Resource and Interpretive Effects

Moving across the columns in Table 4.1, the next two conceptual elem-
ents (resource and interpretive effects) are the core mechanisms understood 
to account for the processes by which policy feedback occurs. The under-
lying logic is that policy feedback happens when policy change triggers 
corresponding changes in resources like money, time, skills, and capacity 
(resource effects) and/​or alters ideational schemas—​the ways that people 
view and understand themselves, others, and the political world (interpret-
ative effects). Considering resource and interpretive effects in light of varied 
units of analysis clarifies the relevance of each given the specific actors 
involved and pinpoints the different mechanisms at work across heteroge-
neous feedback processes. When governing institutions are the unit of ana-
lysis, for example, institutional features such as expertise, professionalism, 
staffing, and budgets are the most germane resources through which feed-
back processes might operate (Weaver 2010). Interpretive effects at this level 
may involve the way policies have altered political elites’ social constructions 
of particular populations (Schneider and Ingram 1993; Dagan and Teles 
2015) or the way policies have changed the political field, creating entirely 
new constituencies for elites to factor into the political calculi (Béland 2010).

Organized interests labor under different conditions than governing 
institutions, so we might expect distinct (even if overlapping) mechanisms 
with respect to resource and interpretive effects. Interest groups have less 
predictable funding streams, so funding is an especially important mech-
anism through which policies shape the politics of organizations (Francis 
2019; Shanks and SoRelle 2021). Beyond funding, administrative capacity 
is another key resource. For example, when policies create new administra-
tive challenges for organizations, they can drain groups of crucial resources 
that might have been directed toward other political ends. In the aftermath 
of the ACA, significant changes to Medicaid policies put the onus on state 
health advocacy organizations to fight for the adoption of newly available 
policy options (like Medicaid expansion), to oppose the enactment of other 
policies (Medicaid work reporting requirements), and to take on new work 
entirely (conducting outreach to enroll new Medicaid beneficiaries). These 
new burdens strained the resources and capacity of organizations and altered 
their political activities (Michener 2019b). At the same time, the interpretive 
repercussions of the ACA had varied organizational implications. On the 
one hand, state policy advocacy organizations were energized by the historic 
health coverage gains that the ACA promised. Subsequently, however, they 
were discouraged by the increasing polarization in the health policy political 
field and the ensuing difficulties posed for making progress on policy goals, 
forming viable coalitions, and having future windows of opportunity for 
potential political change (Michener 2019b).

Everyday people are also affected by overlapping but distinct feedback 
mechanisms. Monetary resources certainly matter, but civic skills and educa-
tion are additional resources that have significant implications for feedback 
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processes (Bruch and Soss 2018). Crucially, most of the feedback scholarship 
focused on non-​elites has emphasized the importance of interpretive effects, 
highlighting policies’ influence on ideational factors like partisan polariza-
tion (Pacheco, Haselswerdt, and Michener 2020), political efficacy (Soss 
1999), and political trust (Rocha, Knoll, and Wrinkle 2015; Bruch and Soss 
2018; Davis 2020; Rosenthal 2021b).

Contextual Effects

The fourth column of Table 4.1 highlights the final core conceptual element 
undergirding policy feedback processes: context. Contextual effects differ 
analytically from both interpretive and resource effects insofar as they are 
not mechanisms explaining the occurrence of feedback effects but meso-​ 
and macro-​level factors that explain the patterning of feedback effects across 
place (Michener 2018; Barnes 2020). Each of the units of analysis detailed 
above is nested within larger contextual units (countries, regions, states, 
cities, neighborhoods, etc.). These contextual realities shape the distribution 
and nature of policy feedback effects (Hern 2017; Michener 2018; Morel 
2018; Grogan-​Myers and Hatch 2019; Barnes 2020; Pacheco, Haselswerdt, 
and Michener 2020; Williamson 2020). For example, while much of the 
policy feedback literature considers how government service provision 
might influence political trust and engagement in advanced industrial dem-
ocracies, Hern (2017) proposes and tests a contextually conscious scheme for 
feedback effects in what she calls low-​capacity democracies. Attentiveness 
to context in policy feedback research does not substitute attentiveness to 
resource and interpretive mechanisms. Instead, an emphasis on context is 
complementary, generating richer multilevel analyses of feedback processes.

Insights on Conceptualizing Policy Feedback

The elements detailed in Table 4.1 point to critical insights for advancing 
the conceptual nuance of policy feedback scholarship. Not every study can 
contain all of the above-​mentioned conceptual elements, but the overall 
schema laid out here can push scholars to think systematically about the 
logic for inclusion and exclusion of the various components. Considering 
these conceptual elements, scholars can ask critical questions about the 
design and content of their research: why focus on elites to the exclusion of 
organizations or ordinary people? Is it possible to account for the contexts in 
which policies are embedded? These and other questions can help scholars 
to expand their conceptual purviews in ways that can make policy feedback 
research more empirically sound and more practically useful.

Most policy feedback research focuses exclusively on one unit of ana-
lysis, contextual level, or type of mechanism. Going forward, more 
nuanced work might take a comprehensive approach, examining feedback 
processes across units of analysis, contexts, and categories of mechanisms. 
Especially rich studies can examine the interplay between these factors 
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(e.g., how intergovernmental political processes across contexts shape feed-
back processes, how feedback outcomes at the “mass level” affect feedback 
processes among political elites, whether resource effects in turn shape inter-
pretations of policies). Of course, not every study should be maximally com-
prehensive along the conceptual registers detailed above. Throwing as much 
in a given study as possible simply for the sake of checking off conceptual 
boxes is not the goal. Instead, the rationale for emphasizing some concep-
tual facets over others should be clear and well justified, even in articulating 
logical boundaries and limits.

The variety of conceptual pathways available to policy feedback scholars 
creates exciting opportunities to think creatively about data collection and 
analysis, but it also introduces some specific methodological challenges.

Challenges Conducting Policy Feedback Research

While policy feedback research traces its roots back to the pathbreaking 
work of twentieth-​century scholars like E. E. Schattschneider (1935) and 
Theodore Lowi (1972), the field is still young. The bulk of its development 
has occurred since the mid-​1990s, with the past two decades representing 
the breakthrough of policy feedback to more mainstream policy and polit-
ical science scholarship. As with many research agendas—​particularly those 
in their relative infancy—​work in the field of policy feedback requires navi-
gating a number of empirical challenges. The most significant obstacles to 
conducting policy feedback research thus far emanate from concerns over 
causal inference, data limitations, and problems of scope and perspective.

Capturing Causal Effects

One major goal scholars of policy feedback sometimes have is to demon-
strate the cause and effect relationship between attributes, implementation, 
or use of a public policy and a particular political outcome. That is to say, 
we might be interested in demonstrating causal rather than correlational 
relationships between independent and dependent variables. The problem of 
causal inference is certainly not unique to policy feedback scholarship, but 
there are two issues in particular that make it especially challenging to cap-
ture causal effects in a feedback framework: measuring policy exposure and 
addressing selection effects.

For scholars who want to understand how policy exposure structures 
future political preferences and behaviors, it is typically necessary to identify 
whether a person benefited from a particular program. This can be surpris-
ingly difficult to do well. First, scholars relying on self-​reported measures 
must contend with what Andrea Campbell (2012) described as the problem 
of recall in retrospective questioning. Unvalidated survey (or interview) 
responses are often unreliable when it comes to measuring whether a person 
participated in a particular program, especially when the requested time 
horizon is long. Response bias of this type can be mitigated by employing 
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specific techniques that are designed to enhance recall, like the use of short 
time horizons or event/​autobiographical markers in questioning (see, e.g., 
Belli, Shay, and Stafford 2001), but recall problems can still manifest for 
research questions that do not lend themselves as well to such techniques.

Another issue in measuring exposure to policy programs stems from the 
fact that most people have multiple, ongoing interactions with government 
policies at any one time. But policy feedback work to date consists primarily 
of single-​policy case studies (e.g., Campbell 2002; Mettler 2005). The result 
is that feedback scholars have not adequately grappled with the problem of 
multiple policy exposure in their research designs (though see Rosenthal 
2021a).

Even when policy exposure can be appropriately measured, methodo-
logical challenges persist. One of the most pressing is that of endogeneity 
when measuring the causal relationship between a policy and a political 
outcome. Critics of policy feedback scholarship—​particularly behavioral 
studies of mass publics—​question whether the outcomes under examination 
can truly be tied to policy experience and not to other characteristics of a 
beneficiary or group. In statistical terms, the failure to address endogeneity, 
particularly that introduced by self-​selection bias between recipients and 
non-​recipients of government programs, is thus a perennial stumbling 
block (Mead 2004). So, how can scholars identify whether differences in 
preferences or participatory behavior are the result of policy usage versus 
some preexisting characteristics that influence which individuals elect to 
utilize a particular program? Increasingly, scholars are turning to statistical 
techniques like matching (Weaver and Lerman 2010; De Micheli 2018; 
Michener 2018), difference-​in-​difference (DID) (Lu 2014; Haselswerdt and 
Michener 2019), two-​stage models (Rose 2018), and within program designs 
(Morgan and Campbell 2011). Another alternative to address the problem of 
selection bias in causal inference is to employ experimental or quasi-​experi-
mental approaches (e.g., Baicker and Finkelstein 2018; Clinton and Sances 
2018; Lerman 2019; Kogan 2021), but the ability to randomly assign people 
to receive policy benefits is still relatively rare and often ethically dubious.

Data Limitations

Data limitations introduce a second broad category of methodological 
challenges facing feedback scholars. The ability to execute even the best 
research design is contingent on the availability of appropriate data. This 
issue can be especially problematic for scholars who wish to study histor-
ical cases or those with hard-​to-​reach populations. One of the biggest data 
limitations emerges for scholars who want to leverage existing surveys of 
program usage: the lack of political variables. There are a number of U.S.-​
based survey instruments that request data on program participation but do 
not include questions about political preferences or actions that are neces-
sary for feedback scholarship (or the reverse). In fact, only two major data 
sets of program participation are well represented among feedback studies 
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(e.g., Weaver and Lerman 2010; Michener 2018; Bruch and Soss 2018): The 
National Longitudinal Study of Adolescent to Adult Health (Add Health), 
a nationally representative longitudinal study of American Youth, and the 
Fragile Families and Child Well-​Being study, a panel study of disadvantaged 
parents and their children. Additional large surveys that are occasionally used 
by scholars of policy feedback include the National Educational Longitudinal 
Study (Condon 2015), the Black Youth Culture Survey (Cohen 2005; Barnes 
and Hope 2017), and the National Longitudinal Survey (Davis 2020). This 
puts scholars in the position frequently of needing to collect original survey 
data—​a costly proposition that may limit who is able to conduct feedback 
scholarship.

In comparative contexts that embrace more universal social policy 
programs, scholars may have more latitude to employ national political survey 
instruments to capture feedback effects. For example, Guo and Ting (2015) 
rely on the 2005 China General Social Survey to capture employment sector 
differences in feedback effects generated by social insurance programs. But 
other data limitations emerge. In some cases, government data on policy pro-
vision may be unreliable (see Briggs 2012), challenging researchers to find 
alternative ways to capture the scope of policy implementation. And while 
the introduction of Global Barometer surveys offers new sources of both 
policy and political data that feedback scholars have begun to leverage, these 
data were not available in many locations until relatively recently, foreclosing 
prospects for more historical inquiry (see MacLean 2011).

A second data limitation emerges for those who wish to employ experi-
mental approaches to capture feedback effects. The ability to randomly assign 
policy treatments, as described previously, can help scholars conduct sound 
causal research. But most government programs are not (and should not be) 
randomly assigned, limiting the number of policies that can be studied in this 
way. Some scholars have leveraged the differential rollout and implemen-
tation of social programs across time and place to approximate the empir-
ical benefits of randomization (Lu 2014; Clinton and Sances 2018; Kogan 
2021), but opportunities for such quasi-​experimental approaches are often 
limited. Moreover, while some potential exists for scholars to partner with 
implementing agencies on the rollout of new programs, such partnerships 
are hard to develop—​especially for scholars who lack the time and resources 
to invest in them. The random assignment of policy benefits also raises eth-
ical questions that researchers must contend with that may constrain the 
ability to collect this type of data.

Scope and Perspective

The final limitation facing policy feedback scholars reflects both structural 
barriers and scholarly biases. How do we conduct research that explores the 
programs and politics that are most relevant to people’s lived experiences? 
Policy feedback research to date generally focuses on the types of programs 
that are identified by elites—​in both government and the academy—​as 
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significant forms of government intervention. In doing so, feedback scholars 
overlook some of the most meaningful policies and policymaking institutions 
that shape the lived experiences of ordinary people—​especially those who 
exist at the socioeconomic margins of a particular community. Michener, 
SoRelle, and Thurston (2020) propose a bottom-​up framework for welfare 
state scholarship that could be applied to policy feedback to help remedy this 
lacuna. Similarly, the attributes of programs that scholars focus on frequently 
overlook the critical role that race, gender, and intersectional inequalities 
play in structuring feedback effects. Michener’s racialized feedback frame-
work (2019) is an attempt to help scholars navigate these existing biases 
for the issue of race, but similar efforts should be made to address other 
marginalities and their intersections.

Scholars of policy feedback are increasingly relying on more advanced and 
intentional methodological techniques and access to an array of rich data sets 
in order to overcome these challenges. The following section explores these 
in greater detail, highlighting common empirical tools and strategies used by 
feedback scholars to address each of the four major lines of inquiry.

Strategies for Empirical Analysis

Policy feedback scholarship has become a methodologically ecumenical 
space over the past two decades. While its roots lie in the largely quali-
tative field of historical institutionalism, feedback studies today employ a 
wide range of empirical strategies including historical analysis, interviews 
and ethnography, varied statistical techniques, experimental or quasi-​experi-
mental designs, and multi-​method approaches. Notably, these empirical strat-
egies often bridge qualitative and quantitative divides. The variety of both 
questions and approaches means there is no one-​size-​fits-​all method to apply 
in policy feedback research. Instead, the following section offers a variety of 
examples that researchers might consult as templates from which to design 
their own studies. We describe why and how scholars employ these different 
methods and to which lines of policy feedback inquiry they apply each.

Historical Analysis

As previously discussed, the origins of policy feedback theory lie in the 
largely qualitative field of historical institutionalism. This field makes an apt 
starting point for policy feedback research because it contends that, as Orren 
and Skowronek explain, “all political change proceeds on a site, a prior pol-
itical ground of practices, rules, leaders, and ideas, all of which are up and 
running” (2004: 20). For feedback scholars, existing policy programs are 
that site.

Historical analysis takes seriously the role of timing and sequencing, and 
it is particularly attuned to unraveling the processes of positive and negative 
path dependence that unfold between the enactment of a policy at time 

 

 

 

 



Applying Policy Feedback Theory  91

91

one and the efforts for policy change at time two (Pierson 2004). Jessica 
Trounstine’s Segregation by Design: Local Politics and Inequality in American 
Cities (2018) exemplifies this approach. Her research details how early local 
land-​use policies (enacted at time one) shaped segregation, partisan polar-
ization, and ultimately future patterns of public goods provision (enacted 
at time two) in the United States. Trounstine explains the causal challenges 
inherent in her research, noting how it can be difficult to get comprehensive 
data to (1) measure historic trends, (2) untangle issues of reverse causality, and 
(3) eliminate selection effects in feedback research. She explains how histor-
ical analysis can help to overcome these obstacles, weaving together archival 
records, original spatial data, and existing census and social survey data to 
“draw on the timing of events for evidence of causality” (45).

The use of historical analysis, which relies on a range of data including 
archival records, government documents, legislative histories, biographies, 
and surveys, has been employed by feedback scholars to address all four lines 
of inquiry. For example, Theda Skocpol, in her landmark study of U.S. social 
provision (1992), turns to qualitative historical methods to demonstrate how 
early efforts to enact civil war pensions ultimately shaped agenda setting and 
the forms of welfare provision that were politically viable in later decades. 
Skocpol relies on rich historical evidence culled from archives, legislative his-
tories, magazines, etc. Esping-​Andersen (1990) drew on a similar historical 
approach to explain how social welfare regimes structure politics in com-
parative perspective. In a more recent iteration of the historical approach, 
Leutert (2021) employs process tracing—​drawing on three decades of quali-
tative and quantitative data—​to identify the specific sequence of feedback 
effects that shaped the trajectory of market reforms in China.

Kristin Goss (2013) and Chloe Thurston (2018) each rely on historical 
analysis to demonstrate, as described earlier, how policies shaped the power 
of politically marginalized groups. In her study of women’s collective action, 
Goss compiled an original data set of more than 10,000 women’s groups’ 
Congressional appearances between 1880 and 2000 for the centerpiece 
of her analysis. Thurston weaves together archival records from multiple 
public and private sources, including the National Archives, two presiden-
tial archives, the National Archives for Black Women’s History, the National 
Association of Realtors Library, and personal papers from several special 
collections, to demonstrate how women’s and civil rights groups mobilized 
for the expansion of credit. Scholars have also begun to use historical 
methods to understand how policies shaped the political engagement and 
preferences of mass publics. For example, Melanie Springer (2014) conducts 
an historical analysis of how voting laws shaped turnout patterns across 
the states over time, relying primarily on pooled time series cross-​sectional 
models to analyze a data set of turnout compiled from several government 
sources. While each of these studies employs different data and empirical 
tools to address different lines of feedback inquiry, they share a common 
adherence to historical analysis.
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Interviews and Ethnography

Conducting interviews or deep ethnographies is another methodological 
approach employed by feedback scholars. Interview data can be used to 
both generate and test hypotheses, and it is particularly helpful in tracing 
causal processes. Interviews can be conducted with elites—​including elected 
policymakers, bureaucrats, service providers, and advocates—​as well as with 
ordinary people—​including beneficiaries or potential beneficiaries. They are 
an especially critical tool for scholars practicing a bottom-​up approach to 
feedback research—​that is to say, those who seek to center the voices of 
everyday people (Michener, SoRelle, and Thurston 2020). Interview and 
ethnographic methods have been most commonly employed by scholars to 
address feedback effects for mass publics, but they are also used to study feed-
back effects for the power of groups and the form of governance.

A number of scholars exemplify the use of interviews and ethnography to 
understand how marginalized communities’ experiences with policy admin-
istration shape the political behavior and attitudes of community members. 
For example, Barnes and Henly (2018) utilize data from 85 qualitative 
interviews of childcare subsidy recipients in New York and Illinois to under-
stand how their experiences with burdensome administrative features of the 
program shaped their attitudes about political efficacy and their future polit-
ical engagement both in making benefit claims and in broader participatory 
practices. Similarly, Michener (2018) draws on semi-​structured interviews 
with Medicaid beneficiaries and policy stakeholders conducted across mul-
tiple states to understand how program participation in different contexts 
shaped the political lives of recipients.

While each of these examples uses interview data to understand the effect 
of participating in a specific government program, Sally Nuamah employs 
a combination of ethnographic and interview methods to understand how 
policies that limit access to resources—​in this case, the school closure pro-
cess—​prompt feedback effects on citizen participation. To untangle how 
negative experiences engaging with school closure proceedings diminished 
political efficacy among black community members, Nuamah (2021) 
conducted over 100 semi-​structured interviews of individuals, community 
leaders, and policymakers and 60 ethnographic observations of community 
meetings in Chicago and Philadelphia between 2012 and 2017.

These scholars are primarily probing how policies shape the meaning 
of citizenship for mass publics, but others employ interview methods to 
understand how public policies can influence the form and capacity of gov-
ernance and the power of groups. With respect to the first, Soss et al.’s in-​
depth study (2011) of the feedback dynamics of public assistance in the 
United States combines three years of ethnography in Florida—​observing 
welfare sanction trainings, intake sessions, and regional staff meetings—​with 
interviews of Florida state and regional officials and TANF case managers to 
understand how the disciplinary turn in public assistance policy affects wel-
fare bureaucratic decision-​making and administration. With respect to the 
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second, SoRelle’s study (2020) of the politics of consumer financial protec-
tion relies on semi-​structured interviews with the leadership of four major 
national consumer advocacy groups to help understand how the adminis-
trative environment for financial regulation shaped both their insider and 
outsider lobbying strategies in the lead up to and aftermath of the 2008 
financial crisis.

Case selection and recruitment are major considerations for researchers 
who turn to interview and ethnographic methods in feedback scholarship, 
and investigators employ a number of different strategies depending on their 
goal. For example, Soss et al. focus on Florida because the state embodies all 
the criteria they identify as defining evidence of the neoliberal paternalist 
turn in poverty governance. As they explain of their case selection,

The key question is not whether particular states are typical; it is whether 
their distinctive features make them more or less useful for studying how 
neoliberal paternalism proceeds in practice. Florida … [is] a leading-​
edge case in the disciplinary turn.

(2011: 141)

By comparison, Michener’s study of Medicaid employed a sequential 
process of case selection, using information from early interviews to shape 
the recruitment and substance of later interviews. She collected data until 
interviews reached “saturation” in the new information they revealed (see 
Small 2009). The outcome was 61 interviews conducted across 13 states. 
Michener also worked to ensure that interview sites varied with respect to 
the demographic characteristics of the area and the Medicaid policy designs 
employed (2018: Appendix A).

Quantitative Analysis

Of course, many policy feedback scholars rely on statistical methods of ana-
lysis. These are most prominent in studies of the behavioral elements of feed-
back—​especially consideration of how policies shape the preferences and 
behaviors of individuals or mass publics. Because of the empirical challenges 
described earlier in the chapter, many researchers who are trying to establish 
evidence of individual-​level causal relationships between policy experience 
and political outcomes eschew standard cross-​sectional models in favor of a 
variety of alternatives.

An increasingly common, albeit resource intensive, option for feedback 
scholars is the use of panel or time series cross-​sectional data. This can be espe-
cially helpful for those who are interested in capturing the effects of policy 
change. For example, Morgan and Campbell (2011) conducted a three-​wave 
panel study to understand how enrollment in Medicare programs created by 
the 2003 Medicare Modernization Act changed both attitudes and political 
behavior among seniors. Similarly, Mettler and Jacobs launched a panel data 
collection effort to capture changing preferences for the ACA in the first 
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decade of its implementation (Jacobs and Mettler 2018; Jacobs, Mettler, and 
Zhu 2019). While each of these represents original data collection projects, 
other scholars have found existing panel data that provide sufficient informa-
tion on the usage of a variety of policy benefits to allow scholars to capture 
the feedback effects of these programs. For example, Soss et al. (2011) use 
data from the Youth Development Study, a panel survey of Minnesota public 
school children, in their assessment of modern U.S. poverty governance.

The combination of longitudinal and geographic variation is an espe-
cially promising quantitative approach that leverages multiple sources of het-
erogeneity. For example, Pacheco, Haselswerdt, and Michener (2020) pool 
survey data from 2009 to 2016 and use a three-​quarter moving average 
(e.g., pooling individual surveys three months at a time) to estimate quar-
terly opinion toward the ACA at the state level. They combine a time 
series approach with the use of multilevel regression and poststratification 
(MRP)—​a small area estimation technique—​to estimate state-​level opinions 
toward the ACA (Park, Gelman, and Bafumi 2004, 2006).

Time series and panel data can be especially useful for studying policy 
feedback effects that may take time to come to fruition. Feedback scholars 
have no underlying, generalizable assumptions about the time frame in 
which feedback effects are likely to emerge. And, indeed, some studies have 
demonstrated remarkably fast windows between policy implementation and 
subsequent shifts in political behavior (e.g., Chen 2013; Stokes 2016; Clinton 
and Sances 2018). But there are also a number of policies, for example, Social 
Security and the ACA, that for a variety of reasons (e.g., low initial public 
approval, problems with early rollout) may take longer for feedbacks to 
emerge. In these cases, access to panel or time series data may be necessary to 
capture the evolution of positive or negative feedbacks (e.g., Jacobs, Mettler, 
and Zhu 2019).

Another strategy scholars use in quantitative studies of policy feedback is 
the introduction of a two-​stage model that relies on instrumental variables to 
help mitigate the problems of endogeneity and selection bias. Deondra Rose 
exemplifies this strategy in her work on the effect of higher education policy 
on women’s political participation. Rose employs two-​stage regression ana-
lysis, wherein the first stage uses logistic regression to produce an instrument 
to predict higher education policy uptake and the second stage relies on the 
resulting propensity scores to predict political outcomes (2018: Appendix C). 
Mettler and Welch’s (2004) analysis of the impact of the G.I. Bill on political 
participation offers another example where a two-​stage model first produces 
an instrument to predict which veterans might chose to use G.I. benefits 
before using that instrument to predict veteran political participation. In 
each case, the inclusion of an instrumental variable is designed to account for 
unobserved factors that may influence whether an individual chooses to use 
a program that might also reasonably shape that person’s political behavior.

Statistical matching accomplishes a similar goal, and other feedback 
scholars have turned to that approach to test the relationship between 
program experience and political outcomes. For example, Weaver and 
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Lerman’s investigation of how contact with the criminal justice system 
influences people’s attitudes toward government and political engagement 
employs matching to account for the possibility that contact with the crim-
inal justice system is not randomly distributed, and thus individuals who 
have carceral contact may be inherently different from those who do not 
draw the attention of police powers (Weaver and Lerman 2010). Relying on 
panel data from both Add Health and Fragile Families, Weaver and Lerman 
begin by conducting statistical analysis of the data that employs controls for 
demographic traits, other forms of contact with the state, and the propen-
sity for criminal behavior (based on self-​reported offenses). They conduct a 
second set of analyses to corroborate these results, using genetic matching 
that, as with two-​stage modeling, uses a propensity score to estimate the 
probability of receiving carceral contact. They match respondents from the 
Add Health data who report illegal drug use but no carceral contact with 
those who report illegal drug use and also carceral contact. In her analysis 
of the effect of Medicaid on beneficiaries’ political participation, Michener 
employs coarsened exact matching to a similar end. She then uses seemingly 
unrelated regression to further account for self-​selection bias (Michener 
2018). In the comparative context, De Micheli (2018) uses coarsened exact 
matching to address the endogeneity of race and class in his study of the 
racialized feedback effects of Brazilian conditional cash transfer programs. Im 
and Meng (2016) employ propensity score matching to capture the effects of 
four welfare policies—​pensions, educational subsidies, healthcare, and min-
imum livelihood assistance—​on public preferences for government inter-
vention in China.

Experiments and Quasi-​Experiments

In addition to statistical techniques, several scholars are also beginning 
to employ more experimental and quasi-​experimental methods to help 
untangle the relationship between policies and public perceptions. The 
use of random assignment allows for the direct comparison of average 
treatment effect between treatment and control groups, helping to account 
for endogeneity and establish causation (see Druckman 2011). These experi-
mental approaches have been used primarily to explore individual-​level 
effects of policy on the meaning of citizenship.

As described previously, some scholars have leveraged timing intervals or 
geographic differences in the rollout of a particular policy to approximate the 
conditions of randomization. For example, in their study of how Medicaid 
shapes political participation, Clinton and Sances (2018) took advantage 
of the geographical discontinuity created by a 2012 Supreme Court case 
allowing states to decide whether to expand Medicaid under the auspices of 
the ACA. As a result of the case, the diverging choices to expand Medicaid 
made by neighboring states allowed Clinton and Sances to analyze and com-
pare the rates of Medicaid expansion and subsequent increase of political 
engagement in border counties. Amy Lerman also made use of geographic 
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(and age) discontinuity designs in her study of citizen evaluations of public 
versus private service provision (2019). She exploits differences in public 
versus private waste management in demographically similar neighboring 
towns to demonstrate how reputation-​motivated reasoning leads people to 
erroneously attribute high-​quality public services to private providers—​not-
ably increasing support for privatization in the process. Jowei Chen (2013) 
exploits variation in the rollout of Federal Emergency Management Agency 
(FEMA) disaster relief to demonstrate how receiving distributive govern-
ment benefits increases voter turnout among members of the incumbent 
party, while decreasing turnout for the challenger’s party.

Scholars also use DID methods to capitalize on the policy rollout pro-
cess to approximate experimental conditions. For example, Xiaobo Lu 
(2014) employs DID to capture the effects of a policy to abolish school 
fees on support for government financing of compulsory education in 
China. Lu uses data from two surveys—​one conducted before and one 
after the implementation of the policy—​to measure attitudes before and 
after “treatment.” Moreover, Lu leverages the timed rollout of the policy 
between the two surveys to capture differences in “intensity” of the treatment  
duration.

Scholars have also turned to survey experiments to test the dynamics 
of policy feedback on individual attitudes and behaviors. While survey 
experiments may not be able to examine the direct relationship between the 
treatment of a particular program and the resulting political outcome, they 
can simulate differences in policy design or framing on reported preferences 
and practices. For example, Mettler (2011) uses an online survey experi-
ment to test the effect of specific types of policy information on people’s 
attitudes toward government social programs. Similarly, Faricy and Ellis 
(2014) employ a series of framing experiments to demonstrate how policy 
design shapes people’s support for tax versus direct expenditure programs. 
SoRelle (2020) uses survey experiments to see whether making the state’s 
role in financial regulation visible to individuals increases the likelihood of 
political engagement to support antipredatory lending reform.

Multiple Methods

While each of these individual empirical strategies can be used to study 
policy feedback effects, perhaps the most common approach in recent years 
has been the adoption of multi-​method research designs. Drawing on a mix 
of empirical tools is often the best strategy for scholars who are attempting 
to address multiple lines of inquiry or modes of conceptualization, whose 
work spans both historical and current time periods, who cannot demon-
strate causal patterns with only one type of data, or who face data limitations 
due to their study population. One of the best early examples of this multi-​
method approach is Suzanne Mettler’s study Soldiers to Citizens: The G.I. Bill 
and the Making of the Greatest Generation (2005). Her book, which explores 
how G.I. benefits created positive resource and interpretive effects that 

 

 



Applying Policy Feedback Theory  97

97

boosted the participation of recipients, begins with historical analysis of the 
implementation and expansion of G.I. benefits before incorporating original 
survey and interview data from a national sample of veterans.

More recent examples of this multi-​method strategy include work from 
Michener (2018), Rose (2018), and SoRelle (2020). As has already been 
described, Michener’s study of how state Medicaid programs generate dif-
ferential political effects among beneficiaries puts both qualitative interview 
methods and quantitative statistical techniques to work to tell her story. Rose 
bridges historical analysis with the quantitative statistical analysis described 
previously. She leverages historical analysis to show how the adoption of 
gender parity language in federal financial aid policies led to increased edu-
cational attainment among women. Rose then turns to two-​stage modeling 
of survey data to show how receiving federal aid influenced students’ polit-
ical engagement. SoRelle uses historical analysis to demonstrate how early 
consumer credit policies influenced policymakers’ later choices about how 
to regulate consumer financing. She then turns to quantitative analysis of 
archival data, original survey data, and survey experiments to demonstrate 
how those policies reduced political efficacy and participation among con-
sumer advocacy groups and individual borrowers.

These examples represent only a small number of the myriad studies of 
policy feedback effects, but they demonstrate the breadth of data sources and 
methodological approaches used to understand how policies shape politics. 
Policy feedback theory offers scholars the opportunity to ask many different 
types of questions and to answer those questions in many interesting ways, as 
befit a scholar’s empirical skills and needs.

Future Directions for Policy Feedback Methods

Notwithstanding the extensive corpus of scholarship cited throughout this 
chapter, policy feedback research is still burgeoning, with fertile and untilled 
terrain that feedback scholars have yet to explore. The developmental trajec-
tory of feedback studies is unpredictable to some extent, because it depends 
on how policy processes unfold in the real world. At the same time, an 
assessment of the field to date indicates important points of departure for 
further building and expanding the methodological (both empirical and 
conceptual) toolkit of feedback scholars. At least three future directions are 
especially worthy of discussion.

First, if we consider the units of analysis noted in Table 4.1 in relation to 
the general thrust of the feedback literature, it is clear that the lion’s share of 
feedback scholarship focuses on individual political behavior and attitudes. 
As the field expands its purview to more thoroughly integrate organizations, 
this conceptual move should engender the collection of relevant new data. 
Local organizations (at the municipal, county, or neighborhood levels) have 
been particularly underattended in the feedback landscape. Systematic 
collection of data on local organizations and their implications for politics is 
a promising frontier for the field (Michener 2020).
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A second important policy feedback frontier lies in taking seriously 
cumulative and overlapping experiences with policy (Mettler and Stonecash 
2008; Rosenthal 2021a; Shanks-​Booth and Mettler 2019). Doing so presents 
a data availability challenge, since very few surveys allow for a comprehen-
sive accounting of government program usage while also containing political 
outcome variables. A turn to multiple policies also presents more funda-
mental empirical challenges. In survey-​based quantitative analyses, the use 
of one government program is sometimes highly correlated with the use of 
another (for example, roughly 80 percent of beneficiaries of the Supplemental 
Nutrition Assistance Program for Women, Infants and Children are sim-
ultaneously beneficiaries of Medicaid). Given this patterning, identifying 
the “effect” of any program or set of programs is a tall order, inferentially 
speaking. Moreover, even where there are opportunities for randomization, 
they rarely (if ever) allow for experimental or quasi-​random tests of the 
effects of multiple policies on political outcomes. In this arena, qualitative 
work may be particularly useful. Policy beneficiaries can often express in 
their own words precisely how one policy is different from others, even if 
the populations’ those policies serve seem similar.

A third and final future consideration in research on policy feed-
back involves assessing policy feedback as an intentional political strategy. 
This topic sits in the cross hairs of several of the conceptual and empirical 
dilemmas articulated throughout this chapter. A handful of scholars have 
implicated policy feedback as an intentional strategic calculus (Galvin and 
Thurston 2017; Schneider and Ingram 2019; Hackett 2020). This is a cru-
cial perspective that speaks to the pragmatic political uses of policy feed-
back research and theories (Hacker and Pierson 2019; Michener 2019b). 
Yet, the empirical challenge of gaining knowledge about intention is sig-
nificant. Qualitative observation of and interviews with policymakers can 
point toward intentions, but they are not likely to fully reveal them. Beyond 
political elites, feedback scholars have much to learn about the ways that 
organizations intentionally attempt to shape policies with an eye toward 
future iterations of the political game. National, state, and local organizations 
may incorporate this kind of thinking in their strategizing without calling 
it “policy feedback.” Scholars have yet to fully tackle the task of identi-
fying whether and when this is happening and measuring its effects. It is 
exceedingly difficult to trace the empirical nodes in the process of (1) stra-
tegically planning for policy feedback, (2) taking steps to catalyze that pro-
cess, and (3) finally actualizing (or failing to) the intended outcomes of that 
process.2 Studying the entire feedback loop in this way (not just slices of 
it) requires multilevel, multi-​institutional, multi-​actor, longitudinal analyses 
that will often necessitate multiple methods. Yet, it is precisely such complex 
and multifaceted research that will most effectively enable us to grapple 
with policy feedback processes and their political implications. In this sense, 
one of the most significant methodological quandaries that policy feedback 
researchers will continue to face is the imperative to balance conducting 
research that faithfully captures the nuance of the policy world while also 
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systematically applying a range of rigorous and appropriate methods to the 
task of doing so.

Notes

	1	 Policy feedback differs from policy evaluation. While both fields explore cer-
tain effects of public policies, policy feedback studies focus explicitly on political 
outcomes. That is to say, scholars of policy feedback evaluate how public policies 
influence a range of political variables (e.g., public opinion, voter turnout) and 
not, for example, programmatic outcomes, efficacy, or efficiency.

	2	 On a related point, there is also a dearth of literature on the absence of feedback 
effects (although, see Patashnik and Zelizer 2013).
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5	� Advocacy Coalition Framework
Advice on Applications and Methods

Adam Douglas Henry, Karin Ingold, Daniel Nohrstedt, 
and Christopher M. Weible

Introduction

The Advocacy Coalition Framework (ACF) is a widely applied theoret-
ical framework that has been used to understand and explain the dynamics 
of the policy process. Since Paul Sabatier and Hank Jenkins-​Smith origin-
ally developed the ACF in the 1980s (Sabatier, 1988; Sabatier & Jenkins-​
Smith, 1993), the ACF has blossomed into a vibrant research program with 
applications to many different policy issues. It has been regularly applied in 
countries in North America and Western Europe and increasingly to coun-
tries in Asia, Africa, and South America (e.g., Weible, Sabatier, & McQueen, 
2009; Pierce, Peterson, Jones, Garrad, & Vu, 2017; Li & Weible, 2019; Calmon 
& Araujo, 2021). The ACF has traditionally been applied in areas of high 
conflict frequently involving scientific and technical controversies; however, 
recent work also spans issues with varying degrees and types of conflict.

One of the engines of the ACF’s success as a framework has been scholars’ 
emphasis on conceptual clarity and hypothesis testing, critique, and, some-
times, revision. This approach is enabled by strong theoretical conceptual-
ization, operationalization, and measurement of key variables. The ACF has 
been applied using a variety of different research methods. Hence, there is 
not one single way to apply the framework; it can support numerous research 
designs, forms of data, and means of analysis and modeling. This creates 
challenges for both experienced and new researchers planning to apply the 
framework. Any useful methodological approach must be sufficiently well 
articulated, transparent, and replicable to facilitate cumulative, intersubjective 
learning and theoretical advancement.

The purpose of this chapter is to explicate a range of methods of data 
gathering and analysis that apply to the study of core concepts embedded 
within the ACF, including subsystems, policy actors, beliefs, coalitions, 
learning, and policy change. Our goal is to provide scholars with guidance 
on how to apply the ACF to make descriptive sense of one or more policy 
process cases, to test hypotheses, to advance policy process theory, and for 
other purposes. We review prior approaches and discuss best practices. Given 
the common types of data sources available for analyzing policy change, 
coalitions, and learning, we summarize exemplary studies in Table 5A.2 
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and indicate the advantages and disadvantages of different data sources in 
Table 5A.3.

Conceptual Overview

Within many policy processes, change is slow-​moving and often mired in 
conflict. The ACF provides an understanding of why this is the case, with 
a recognition that major policy change tends to be the exception rather 
than the norm and that minor (or incremental) policy change is far more 
common. This is explained by the behavior of policy actors, who organize 
themselves into advocacy coalitions that compete to translate their core 
beliefs into public policy.

The ACF views public policy as a representation of beliefs held by 
coalitions. These beliefs concern the fundamental goals of public policy, 
the proper role of government in managing societal problems, the defin-
ition and priority of problems to be addressed, and the design and selection 
of instruments for addressing those problems (see the description of ACF’s 
model of belief systems later in this chapter). When one views public policy 
dynamics in terms of coalitions competing to translate their beliefs into 
public policy, then it follows that major policy change requires a shift in the 
beliefs of those in power. Beliefs, however, tend to be very stable and resistant 
to change even in the face of evidence that contradicts them. Thus, major 
policy change is generally only possible through shifting power to a different 
coalition with different policy core beliefs through shocks that undermine 
support for existing policies or that provide opportunities to capitalize on 
opening for change. However, while belief systems show rigidity, they also 
show some receptivity to information. Learning –​ in the form of enduring 
change in policy beliefs –​ can occur over time among coalition allies with a 
pronounced bias toward reinforcing prior beliefs and only occasionally with 
bigger shifts occurring between coalition opponents. Thus, while paths to 
major policy change often require power shifts, they can also follow from 
learning within and among coalitions.

As a theoretical framework, the ACF has three conceptual focal points: 
coalitions, policy change, and learning. These concepts are sometimes 
studied together in “whole-​framework” applications of the ACF, but often 
scholars will focus their attention on only one of these concepts at a time. 
This focused attention can help to develop and elaborate our understanding 
of policy processes; however, it is important to be mindful of the relations 
that these concepts have with each other. Supporting these three theoretical 
emphases are cross-​cutting categories of policy subsystems, policy actors, and 
belief systems, which we describe below (see also Table 5A.4).

Cross-​cutting Concepts

The theoretical pillars of coalitions, policy change, and learning are tied 
together by three synthetic concepts that require serious treatment in any 
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empirical application of the framework. These include policy subsystems, 
policy actors, and belief systems.

Policy Subsystem

The ACF’s primary unit of analysis is the policy subsystem. The constituent 
elements of policy subsystems include a geographic scope, a topical area, and 
the array of policy actors involved (see description of policy actors below).1

Topical Scope

A subsystem can best be perceived through an understanding of an issue such 
as climate change, migration, education, or the impacts of the management 
of a river basin. For example, we might start by gathering an initial historical 
narrative, conducting interviews, or both to understand policy processes for 
a particular issue, including actors, events, and controversies. This includes an 
exploration of who is or is not involved (see also policy actors below). It might 
also include analyzing news media, social media, miscellaneous documents 
(such as public policies), and public hearings (e.g., Carlson et al., 2019). 
As we gain confidence in our understanding of the characteristics of the 
policy subsystem, we might then focus on achieving our research objectives, 
possibly related to exploring or testing assumptions concerning coalitions, 
learning, and policy change, all of which usually involve a long-​term focus 
with observations spanning a decade or more.

Geographic Scope

Issues are linked to the policy process with an explicit geographic scope, 
such as one specific decisional level, or in one jurisdiction, area (like river 
catchment), or community. Note that polity and political styles can influence 
geographic scope, and explain why, for instance, in one country an issue is 
tackled at the national level, and in another country at the subnational level 
(see Weible, Heikkila, Ingold, & Fischer, 2016, when comparing “fracking” 
politics in 12 countries around the globe).

The ACF is applied to issues where a subsystem exists –​ a precondi-
tion that is not satisfied for many policy issues. Policy subsystems emerge 
because formulating and implementing public policies and achieving desir-
able outcomes requires both specializations among policy actors and dedica-
tion of governmental resources through a diversity of institutional structures 
(e.g., as might be found in various administrative arrangements).2 Two 
factors distinguish a subsystem from the “policy primeval soup” of potential 
subsystems (Kingdon, 1984). The first factor is the identification of a core 
topical area (e.g., harmful air emissions) that is both durable and recognized 
by actors who have sufficient stake in the issue to form coalitions to pursue 
their preferred policies over substantial periods (usually a decade or more). 
The second factor is institutional structures (e.g., government-​sponsored 
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programs) that exist to justify the expenditure of coalition resources to 
pursue policy objectives. One example of a subsystem is the forest govern-
ance policy subsystem of Papua New Guinea that operates at the national 
level and involves people inside and outside of government seeking to influ-
ence its development (Babon et al., 2014).

Policy Actors

Policy actors is a term used to describe those individuals and organizations 
engaged either directly or indirectly in a policy subsystem. The list of who or 
what organizations might be policy actors is nearly limitless and depends on 
the characteristics of the policy venue, policy subsystem, and political system. 
For example, past research has found that policy actors include scientists 
and researchers, elected and career bureaucrats, elected government officials, 
journalists, business and corporate representatives, nonprofit leaders, citizens, 
and more.

Two common criteria for identifying policy actors include reputation and 
professional engagement. Not every individual engaged in politics and who 
participates within or around a policy subsystem qualifies as a relevant policy 
actor. However, engagement and reputation helps to distinguish between 
subsystem participants and more peripheral policy actors who have neither 
the position nor the ideological motivation to participate.

Reputation means that other policy actors or experts see one organ-
ization or individual as influential or important in a given policy process. 
Reputational power helps to identify those actors who dispose of resources 
and power to impact policy change decisively (Knoke, Pappi, Broadbent, & 
Tsujinaka, 1996).

Policy actors spend a large part of their professional time engaged in the 
subsystem and participate in subsystem activities regularly over time. Regular 
participation helps form relationships with other actors. However, actors 
with less regular participation may still be relevant but mainly when included 
in coalitions. For example, a policy actor involved in the short-​term or inter-
mittently and who brings substantial resources can be relevant; this, in turn, 
drives efforts to recruit members to an advocacy coalition (Jenkins-​Smith, 
1990, see Table 5A.1 for different categories of policy actors). Resources and 
techniques useful for identifying policy actors often include documents (e.g., 
social and news media, reports, minutes from policy venues) and interviews.

Belief Systems

Belief systems are a conceptual focal point of the ACF. The term “beliefs” 
has long been used as a covering term that includes many types of cognitions 
of interest in various social science fields, including preferences, values, and 
beliefs in the classical sense of the perception that two phenomena are caus-
ally related. According to the ACF, the important distinction between these 
myriad cognitions is their scope relative to the subsystem. There are different 
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ways to collect information about policy actors’ beliefs, e.g., interviews, 
surveys, public documents, and news/​social media material.

A Hierarchical Model of Beliefs

The ACF applies a three-​tiered hierarchy of belief systems: Deep core beliefs 
are fundamental normative orientations or worldviews; policy core beliefs are 
the translation of deep core beliefs to one specific policy subsystem; and 
secondary beliefs are instrumental means for realizing the policy-​core (see 
Table 5.1). While belief systems are expected to show stability, a spectrum of 
change is posited from secondary beliefs being the most likely to change to 
deep core beliefs being the least likely to change.

It is not always clear whether a specific belief belongs to the policy core or 
secondary belief categories. For example, a “ban on fracking” might belong 
to an actor’s core belief in how to shape policymaking in the unconventional 
oil and gas subsystem (see again Weible et al., 2016). Other actors (probably 
in other countries or contexts) see a ban as one rather “technical” type of 
state intervention and would thus be categorized as a secondary belief.3

Beliefs may be measured using several established research methodologies; 
however, there are two major approaches to belief measurement.4

Belief measurement through unsolicited written or verbal statements. Beliefs may  
be measured through analyzing policy actors’ unsolicited written or verbal  
statements. The raw data may include beliefs as expressed in published litera-
ture (including technical reports, organizational websites, and other “grey  

Table 5.1 � Belief systems in the ACF

Definition Examples

Deep core 
beliefs

Fundamental 
normative 
orientations

	• Political ideologies
	• Normative values (e.g., religious beliefs)
	• Identities
	• Cultural orientations
	• Basic priorities (e.g., freedom vs. security)
	• Views of human nature

Policy core 
beliefs

Normative and 
empirical beliefs 
concerning 
policy 
subsystems

	• General goals for a policy subsystem
	• Positions on general policy solutions and 

policy instruments
	• Problem severity and cause
	• Role of government in subsystem affairs 

(e.g., vs. markets)
Secondary 

beliefs
Instrumental 

beliefs or beliefs 
about a subset 
of a policy 
subsystem

	• Instrumental means for achieving  
policy-​core ends (or goals)

	• Relative weight of various causal 
mechanisms of problems

	• Solutions and problems associated with 
part of a policy subsystem
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literature” sources), media reports of policy issues, or transcripts of open-​ 
ended interviews with policy participants outside of a research study. The  
set of relevant beliefs and actors’ positions on these beliefs would need to be  
inferred through systematic coding of the raw data. This was the approach  
used in some of the original ACF studies (Jenkins-​Smith, St. Clair, & Woods,  
1991), and recent methodological innovations have expanded our ability to  
effectively understand belief systems through coding expressed beliefs. For  
instance, Discourse Network Analysis (Kukkonen, Ylä-​Anttila, & Broadbent,  
2017) is an emerging method to extract belief systems, characterized as  
networks, from collections of documents.

Belief measurement through solicited self-​reports. An alternative approach 
to belief measurement relies on direct solicitation of beliefs, usually by 
interacting directly with policy actors as research participants. This category 
includes belief measurement using surveys and structured interviews. This 
approach will generally involve creating a measurement instrument that 
presumes a set of relevant beliefs that fully describes the belief system and 
then assigning a position on each belief for every research participant. For 
instance, policy actors may be invited to respond to a survey that asks them 
to rate their level of agreement or disagreement –​ often on an ordinal Likert 
scale –​ to a series of statements representing discrete beliefs.

Three Meta-​Theoretical Key Concepts

Advocacy Coalitions

Coalitions are the ACF’s most studied phenomena (Weible et al., 2009; Pierce 
et al., 2017). Identifying and studying advocacy coalitions requires, at a min-
imum, data on policy actors’ belief systems and, depending on the scope 
and focus of the research, data on coordination, resources, and strategies 
over time. Advocacy coalitions are important to study in themselves because 
they represent the political behavior of policy actors repeatedly engaging in 
policy issues over time, focusing on the ways they join forces to influence 
change or maintain stasis. Thus, they become the vehicles in which policy 
actors make sense of their belief systems, develop their perceptions of allies 
and opponents, and coordinate political behavior. As policy actors engage in 
coalitions, they simultaneously contribute to the evolution of a subsystem 
through defining and redefining problems and developing solutions that 
might reshape, for example, the institutions structuring that subsystem. As 
researchers, we study coalitions because they can provide an indirect indi-
cator of the intensity of conflict and, thus, suggest the likelihood of policy 
change. We also study coalitions to explore how belief systems remain con-
stant or shift over time between individual policy actors and groups of policy 
actors in coalitions.

Coalitions are not formal entities. They are usually informal or implicit 
alliances of policy actors somehow engaging to influence the course and 
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coverage of a policy subsystem. Advocacy coalitions are formed by policy 
actors when there is policy conflict or disagreement; the ACF defines an 
advocacy coalition as a group of policy actors with shared beliefs and who 
coordinate to influence policy. Additionally, advocacy coalitions are also 
characterized in terms of their resources and level of stability (Henry, 2011; 
Weible, Ingold, Nohrstedt, Henry, & Jenkins-​Smith, 2020). At a minimum, 
measuring a coalition requires identifying policy actors and shared beliefs 
(see below and Table 5A.4).

Shared Beliefs

The ACF refers to belief systems as the “glue” that holds coalitions together. 
A necessary condition for a group of actors to be members of the same coali-
tion is that they share a common set of core beliefs. Most studies of advo-
cacy coalitions, therefore, start with identifying policy actors’ belief systems 
(see Table 5.1; McDougall, 2006; Sotirov & Winkel, 2016) and then cluster 
policy actors based on their shared beliefs. The exact technique for clustering 
policy actors into coalitions varies based on the type of data. We outline two 
common approaches that rely on quantitative data sources.

Belief clustering. The first approach to identifying belief coalitions uses data 
on beliefs for all policy actors to find natural centers within this distribu-
tion. The various centers of the distribution are viewed as belief positions 
that characterize the central tendency or idealized version of a coalition’s 
belief system. This technique uses data gathered from individual policy actors 
(since beliefs are fundamentally an attribute of policy actors), however can be 
conceptually decoupled from the actors themselves.

Belief clustering may employ a variety of dimension-​reduction methods, 
including k-​means clustering, principal components analysis, and factor ana-
lysis (Ansell, Reckhow, & Kelly, 2009; Schmid, Sewerin, & Schmidt, 2020). 
Moreover, it is important to be mindful that some degree of researcher 
judgment is needed to choose an appropriate method of belief aggregation. 
Variations in judgement may pose a threat to the reliability of findings.

Beliefs as relations. An alternative method to the identification of belief 
coalitions is to represent beliefs as a relational variable, where policy actors 
are related in terms of their similarity of difference in beliefs. This yields a 
representation of shared beliefs in network terms, from which groups of 
actors with shared beliefs may be identified using any method of cohe-
sive subgroup detection from network analysis. These may include rela-
tively simple methods of subgroup detection such as clique analysis, to more 
sophisticated methods such as modularity and community detection.

Importantly, there are two major approaches to the construction of a 
shared belief network, from which belief coalitions may be identified. The 
first is to infer belief similarity from the independently-​measured belief 
attributes of policy actors. Thus, for instance, two policy actors giving similar 
responses to belief items on a survey would be assumed to be “close” within 
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a shared belief network. A distinct approach would use network measure-
ment methods to ask policy actors directly to nominate other policy actors 
with whom they have shared or divergent beliefs (Fischer, Ingold, Sciraini, 
& Varone, 2016).

Researchers rarely directly ask policy actors about their coalition mem-
bership. This for two reasons: first, much preliminary case knowledge would 
be required to ask about coalition membership; and second, advocacy 
coalitions, as noted above, are most often informally structured, where par-
ticipation might not seem obvious to their members.

Coordination

The ACF argues that advocacy coalition members engage in a non-
trivial degree of coordination based on shared beliefs. Coordination can 
be restricted to the weak interaction among coalition members, such as 
monitoring and responding to each other’s behaviors, to strong interactions, 
such as developing joint plans (Zafonte & Sabatier, 1998; Calanni, Siddiki, 
Weible, & Leach, 2014; Aamodt & Stensdal, 2017; de Medeiros & Corrêa 
Gomes, 2019; Heikkila, Berardo, Weible, & Yi, 2019; see Table 5.2).

Often, coalitions are identified by asking policy actors with whom they 
interact on policy issues; this yields a measurement of policy networks. 
Researchers usually rely on three techniques for network measurement: (1) 
a roster of other policy actors to identify their network partners; (2) an 
opportunity to name network partners through free recall; and (3) a hybrid 
approach using a combination of a roster and free recall (see Henry, Lubell, 
& McCoy, 2012).

Recent studies also consider activities on social media and mass media 
as proxies for coordination and strategy (Elgin, 2015), for example, by 
documenting various joint activities by policy actors to influence public 
opinion (Nohrstedt & Olofsson, 2016). It is important to note that coord-
ination between coalitions may also provide useful information about the 
subsystem, and whether the subsystem tends to be more or less adversarial or 
cooperative (see Table 5A.1).

Coalition Resources and Strategies

When resources and strategies have the focus of analysis, they have been 
mostly measured as self-​reported by policy actors as found in surveys (e.g., 
Elgin & Weible, 2013; Weible & Heikkila, 2016) or been inferred from pub-
licly available information (such as websites, annual or financial reports).

Distinct from resources, strategies embrace activities (rather than cap-
acities) to influence policy processes and their outputs (Nohrstedt, 2011; 
Montefrio, 2014). One common strategy is the engagement in coordin-
ation and joint efforts to influence decision-​making. Other strategies may 
be imagined and measured through media or document analysis, as well as 
surveys (see Table 5.2).
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Research Foci and Challenges in the Study of Coalitions

ACF research commonly focuses on two aspects of advocacy coalitions. The 
first deals with identifying, describing, and understanding the creation, struc-
ture, and evolution of advocacy coalitions. An illustration is provided by work 
using discourse network analysis (Leifeld, 2013; Rennkamp, Haunss, Wongsa, 
Ortega, & Casamadrid, 2017). Through the systematic coding of actors and 
their beliefs, researchers can draw the ideological or semantic development of 
one specific policy discourse and identify coalitions of actors based on shared 
beliefs. Some studies emphasize the role of single actors within coalitions, 
such as experts (Ingold & Gschwend, 2014), parties (Afonso, 2014), or 
international organizations (Kukkonen, Ylä-​Anttila, Swarnakar, Broadbent, 
Lahsen, & Stoddart, 2018). These studies might explore the level of coali-
tion polarization before, during, and after a policy change. For example, 
Koebele, Bultema, and Weible (2020) explored coalition structures before 
and after a policy change in the Lake Tahoe Basin in the United States. 
Similarly, studies have explored coalitions and their stability and defection 

Table 5.2 � Coordination, resources, and strategies of advocacy coalitions

Definition Examples

Strong 
coordination

Activities agreed 
upon and 
acknowledged 
by coalition 
actors

	• Formulation and implementation of a 
common plan

	• Sharing resources

Weak 
coordination

Activities that are 
in sync toward 
achieving a 
common goal 
but are not 
jointly agreed 
upon

	• Monitoring the use of resources and 
deployment of strategies and altering 
behavior accordingly

	• Understanding the positions and 
niches of allies and behaving in a 
complementary manner

Resources Accessible 
capacity of 
policy actors to 
influence policy 
processes

	• Supportive members of the public
	• Number of stable allies
	• Access to elected officials or those with 

authority
	• Money
	• Personnel
	• Scientific and technical information
	• Leadership

Strategies Activities of 
policy actors to 
influence policy 
processes

	• Coordination
	• Public attention and presence in the media
	• Lobbying
	• Co-​signing amicus curiae briefs (or 

similar alliances)

Sources: Fenger and Klok (2001); Smith (2000); Weible and Ingold (2018); Weible et al. 
(2020).
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longitudinally around multiple instances of policy change (see, e.g., Jenkins-​
Smith et al., 1991).

The second aspect relates coalitions, their internal and external power 
(often linked to characteristics of a coalition, including their resources, 
in comparison to their opposition), and conflict structures to policy 
change (and vice versa). For example, Nohrstedt (2008, 2011) adopts an 
encompassing research design and emphasizes the impact of (external) events 
on subsystem and coalition responses and eventually on policy change and 
stasis. Generally, scholars relate coalitions to the emergence and develop-
ment to the introduction of new policies (Ingold, 2011), as well as the revi-
sion of existing policies (Harrinkari, Katila, & Karppinen, 2016). Coalitions 
are also, but less frequently, related to processes of policy implementation 
(Barnes, van Laerhoven, & Driessen, 2016). For instance, Gralepois et al. 
(2016) compare flood defense strategies among six European countries and 
explain differences therein through institutional and structural factors as well 
as advocacy coalitions. This is just one example that combines the ACF with 
other frameworks to identify different factors of change.

Policy Change

One of the theoretical emphases in the ACF is in the study of policy change 
(or stasis). The emphasis on policy changes brings methodological challenges 
related to description (where and how to identify policy change) and 
explanation (how to explain policy change). There are many ways in which 
ACF studies have studied, and can study, policy change. The ACF posits four 
pathways to policy change in the form of external shocks, internal shocks, 
learning, and negotiated agreements (see definitions and hypothesis, Jenkins-​
Smith, Nohrstedt, Weible, & Ingold, 2018).

Along with these pathways, the ACF also posits that policy change 
can occur with the change in the governing coalition –​ hence, a transi-
tion from one belief system to another (ibid). Theoretically, policy change 
does not always follow all external or internal shocks, instances of learning, 
or negotiated agreements. We expect, however, that at least one of these 
pathways will precede any instance of policy change, and sometimes, these 
pathways can interact with each other. This variance in policy change remains 
an important study topic within the policy sciences more generally where 
the ACF can offer theoretical insights to guide empirical research (Dunlop 
& Radaelli, 2017; Moyson, Scholten, & Weible, 2017; Pierce, Peterson, & 
Hicks, 2020). Broadly speaking, policy change means an alteration in public 
policy content or design. As described further below, any ACF research 
studying public policy change must account for the type of public policy 
and the policy venue wherein that policy change occurred (e.g., legislature 
or rulemaking agency) as well as the scope of policy change focusing on 
the magnitude of change, from minor to major (Sabatier & Jenkins-​Smith,  
1999, p. 147).
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Type of Public Policy and Policy Venue

The ACF uses “public policy” as an umbrella term that refers to any deci-
sion or non-​decision of government (or similar authority).5 Any decision 
to adopt or reject a public policy occurs in policy venues (e.g., legislature, 
government agency, judiciary, executive) at any level of government or the 
supranational level transcending nations.6 Subcategorizations of public pol-
icies include laws, regulations, programs, legal decrees, executive orders, and 
so on. Their concrete form depends upon the country-​ or constituency-  
specific polity, political styles, and culture (e.g., laws versus acts, decrees versus 
ordinances).

Policy change may include revisions in policy core components of gov-
ernment programs, termination of programs, or launching of new programs. 
For example, Smith (2000) studied policy change as administrative and pro-
cedural reform in an industrial pollution policy subsystem in the United 
Kingdom. For all forms of public policy and policy change, researchers 
should collect documents for analysis and make comparisons through time. 
This could involve finding the policy documents on government websites or 
archives. Clarity concerning the characterization of the type of public policy 
is important to ensure reliability and encourage comparative research within 
the ACF research program. And this is similar for the characterization of the 
policy venue.

Rarely studied under the ACF is the characteristics of the policy venue 
in which the policy change occurred. Any categorization of public policy 
involves a designated policy venue, and all policy venues consist of their 
institutional structures and processes, such as with multi-​stakeholder policy 
venues characterized by rules favoring consensus and conflict mitigation 
(see Koebele, 2020). Thus, policy venues affect how policies change. Also, 
policy venues affect what ideas are even considered by keeping some ideas 
off their agendas and accepting others. If an idea were translated into public 
policy, the policy venue would also influence the content and design of 
the adopted public policy. For example, all policy venues have boundaries 
to their authorities, and the policy decisions that emerge will reflect that 
authority. As one illustration, the Supreme Court of the United States lacks 
authority to tax or enforce their policies, and their court decisions, as policy 
change, reflect this boundary.

Minor–​Major Policy Change

Any adoption of public policy represents an instance of policy change. 
A policy change might lead to actual changes in outcomes of any kind or 
it might not lead to any changes at all. When exploring policy change, we 
are concerned with whether the policy change, as written in the content 
or design of the policy, constitutes marginal or substantial change in the 
structure of the policy subsystem. Outcomes of policy change are not the 
explanatory focus of the ACF, except when outcomes become subject of 
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conflict and provide the impetus for coalitions to revise their beliefs and 
strategies (Sabatier & Jenkins-​Smith, 1999).

The study of public policy has long explored variations in the trajec-
tory and magnitude of policy change, from incremental to punctuated 
change (Lindblom, 1959; Hall, 1993; Baumgartner & Jones, 2010). The ACF 
contributes to these traditions with its distinction between minor policy 
change and major policy change.

The definitions of minor and major change derive from the premise that 
policy can be conceptualized in the same way as belief systems. Major policy 
change refers to a change in the priorities or goals of the policy subsystem, 
often articulated through government programs. We often identify such 
change as a change in the policy core of the policy subsystem. Minor change 
refers to change in either the means to achieve priorities or goals, or a minor 
subset of the policy subsystem. We often refer to minor change as a change 
in the secondary beliefs (see Table 5.1) of the policy subsystem. Determining 
whether a policy change is major or minor usually requires multiple sources 
of data and methods of analysis, such as document analysis of the written 
content of the change combined with a description of the policy subsystem 
from interviews or other secondary sources.

The distinction between major and minor policy change is a theoretical 
simplification to guide empirical analysis of policy change and stability. In 
reality, the scope and magnitude of policy change are often contested and 
a source of debate and conflict between advocacy coalitions. This is par-
tially due to their different beliefs; since members of different coalitions have 
different beliefs about the seriousness and causes of problems, they often 
make different interpretations of the scope, sufficiency, and effectiveness of 
policy change for addressing those problems.

The number of analytical techniques for explaining policy change far 
exceeds the space in this chapter. However, we highlight two common 
techniques:

Process tracing. Process tracing is a prominent method of within-​case ana-
lysis used to draw an inference based on causal mechanisms and the temporal 
sequence of events (George & Bennett, 2005; Collier, 2011). This technique 
is most suitable for single-​case instances of policy change often involving in-​
depth interviews or analysis of documents, news media, and social media. For 
example, Heinmiller (2016) identified through process tracing two advocacy 
coalitions in Alberta’s water quality subsystem and explained the inclusion 
of eco-​friendly instruments through the increased “soft” power by one pro-​
environment coalition.

Qualitative comparative analysis (QCA). QCA is a method for systematic 
comparison of a small number of cases. It allows for “combinatory” causality 
(or equifinality), i.e., different combinations of causal conditions can lead 
to one particular outcome (Ragin, 1987; Rihoux & Ragin, 2009; Fischer 
& Maggetti, 2017). An example of this type of analysis is Fischer’s (2015a) 
work on eleven Swiss policy subsystems, where he explains the effect of 
Europeanization on change and coalition structures.
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Research Foci and Challenges in the Study of Policy Change

We highlight two approaches by which ACF scholars have directly described 
or explained policy change. The first approach involves the study of a sin-
gular instance of policy change for a policy subsystem. This usually occurs 
using techniques akin to single-​case studies. For example, Khayatzadeh-​
Mahani, Breton, Ruckert, and Labonté (2017) conduct an in-​depth case 
study of the inability to ban shisha smoking in public places in Iran. The 
researchers interviewed 24 policy actors and analyzed documents to assess 
the lack of learning, the failed attempt of an exploitive coalition to capitalize 
on events, and the overall institutional structure in Iran’s autocratic state.

The second approach involves the comparative analysis of similar 
or the same type of policy change across similar policy subsystems. For 
example, Sotirov and Winkel (2016) explored policy change in forest policy 
subsystems in Germany and Bulgaria. Relying primarily on 73 interviews, 
these researchers explored the mechanisms of policy change in both coun-
tries with an emphasis on the role of different cultural biases (drawn from 
Cultural Theory). Policy change remains a popular focus in previous ACF 
applications (Pierce et al., 2017), which provide numerous examples of 
studies investigating one or several of the four pathways.

Like any study involving the ACF, the strength of its focus on policy 
change is in understanding the case (or cases) themselves.7 This requires a 
keen understanding of the contextual setting, which affects all steps above. 
Projects and studies set on explaining policy change through the lens of 
the ACF also have to take steps to properly define and empirically measure 
key drivers of policy change, including learning, negotiated agreements, and 
internal and external events. Finally, since these hypothesized pathways are 
based on assumptions concerning the structure, behavior, and relationships 
of coalitions, any analysis into policy change also requires going through the 
steps outlined above for documenting subsystems and coalitions.

Learning

Learning is a core concept within the ACF, yet the least studied (Pierce 
et al., 2017) and most difficult to conceptualize given the great diversity of 
approaches that exist in the social sciences for the study of this concept. In 
the ACF, the term policy-​oriented learning has been long defined as

enduring alterations of thought or behavioral intentions that result from 
experience and which are concerned with the attainment or revision of 
the precepts of the belief system of individuals or of collectives (such as 
advocacy coalitions).

(Sabatier & Jenkins-​Smith, 1993, as cited in Pierce et al., 2017)

Policy-​oriented learning is distinguished from other forms of learning 
considered across the social sciences in that the object of learning (i.e., what 
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is learned) is policy relevant. More specifically, policy-​oriented learning 
results in a shift in beliefs –​ whether at the level of secondary, policy core, or 
deep core beliefs. Policy participants are viewed as fundamentally Bayesian 
in their approach to the assimilation of new evidence. That is, actors are 
viewed as having a set of policy-​relevant beliefs that form priors about the 
world, and new pieces of information are interpreted in terms of what they 
suggest about the quality of these priors. Thus, presuming that a measurable 
set of beliefs are available, policy-​oriented learning is evidenced by a change 
in these beliefs over time.

There are two essential conceptual attributes to learning as it is studied in 
the ACF: the process of learning, meaning how information is assimilated to 
produce learning outcomes, and the outcomes themselves. Actual examples 
of research on learning are heavily skewed toward the observation of learning 
outcomes.

Processes of Learning

The first approach emphasizes that learning is a process of belief or behav-
ioral change. This process involves potentially complex cognitive processes of 
information seeking, assimilation, and adjustment as internal belief systems 
respond to information and behaviors are adjusted accordingly. While 
learning is indeed a process, it is rarely studied in this way empirically. This 
is because the study of learning as a process requires research designs that are 
difficult to implement or infeasible in many study contexts, such as experi-
mental design that requires controlled research settings and participants 
drawn from relatively inaccessible populations (policy actors).

Outcomes of Learning

The second essential approach is to study learning through the observation 
of outcomes that are expected when learning takes place. This is by far the 
most common approach to the study of learning. This approach will treat 
the learning process as a “black box,” where the processes may be assumed 
or ignored altogether. In this approach, observations of learning amount to 
changes in learning outcomes over time, and ideally in response to some 
stimulus. These studies might observe a process of belief change, for example, 
and might assume that learning occurs. In the following, we outline four 
essential approaches that have been used to measure learning outcomes.

Self-​reported learning. These studies approach learning through self-​
reported statements of policy actors, usually in surveys or through interviews. 
This usually occurs through interviews and surveys. For example, Leach, 
Weible, Vince, Siddiki, and Calanni (2014) asked policy actors whether 
they had any change in their knowledge from participating in a collabora-
tive process. Similarly, Moyson et al. (2017) and Pattison (2018) explored 
self-​reported learning in similar ways, including questions about reinforced 
beliefs.
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Observed changes in beliefs (directly measured). These studies report on 
changes in beliefs, often in a survey, but do not ask a “learning” question dir-
ectly. For example, Weible et al. (2009) studied changes in beliefs over time. 
Similarly, Henry, Dietz, and Sweeney (2020) studied learning as changes in 
organizational beliefs about the environmental risk that were preceded by 
the formation of information-​sharing networks between organizations.

Observed changes in beliefs (indirectly measured). These studies focus on 
reported changes in beliefs by a policy actor or sets of policy actors, often 
through the observation of statements in social/​news media or legislative 
hearing data. These can also be described as shifts in frames or narratives as 
found in analytical debates. The strengths of these approaches are the avail-
ability of the data and the longitudinal aspect of the data.

Correlation between policy change and the accumulation of information at the sub-
system level. This is the most common approach to study learning using case 
study and/​or document analysis. In this approach, learning is conceptualized 
at the subsystem level and is viewed as a driver of major policy change. Studies 
using this approach are usually set on assessing or testing ACF’s hypothesis 
about learning as a potential pathway to policy change. When major policy 
change is correlated with the accumulation of information about an issue, 
and not attributable to alternative pathways to policy change such as internal 
or external shocks, then the change is attributed to policy-​oriented learning. 
Learning of this sort was identified by Cairney (2007) in UK tobacco policy, 
Kingiri (2011) in Kenyan biotech policy, and Weber, Driessen, Schueler, and 
Runhaar (2013) in Dutch noise policy.

Research Foci and the Challenges of Learning Research in ACF

ACF research on learning is often applied to the study of within-​ versus 
cross-​coalition learning. The distinction between these types of learning 
is whether the stimuli to learning support the beliefs of a member of a 
competing coalition or the belief of one’s coalition. Thus, whether a par-
ticular instance of belief change would count as within-​ or cross-​coali-
tion learning depends on the belief in question and the priors of the 
learning agent.

This sometimes-​vague distinction underscores the need for clear concep-
tualization of learning and the different components of the learning process. 
Learning is a pathway to belief change, and there exists multiple pathways 
that may explain belief change within the ACF. For instance, learning may 
depend upon interpretation of raw data and experience from one’s environ-
ment (referred to as individual learning), or learning may be driven by the 
adoption of the beliefs or behaviors of one’s social contacts (referred to as 
social learning). Moreover, the adoption of new beliefs is likely influenced by 
the content of these beliefs relative to one’s priors, as well as the relevance of 
these beliefs to ongoing policy debates.

Developing a clear conceptualization of learning within the ACF, and 
the conditions under which learning occurs, is a persistent challenge. While 
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most ACF learning research studies belief change as a proxy for learning, 
future work should pursue a better understanding of the process of learning. 
This will include, among other phenomena, an understanding of how policy 
actors seek out certain information sources and use this information to 
update beliefs following a process of biased assimilation. Biased assimila-
tion (the interpretation of evidence in a way that supports one’s priors) has 
long been assumed to be a driver of belief stability; however, it is likely that 
the effects of biased assimilation will vary depending on policy contexts, 
empirical versus normative content of beliefs, as well as the position of the 
learned belief in the three-​tier hierarchy. While survey and archival work 
may support research on the process of learning, future work should also 
consider the use of experimental methods to further study these processes.

Conclusion

This chapter describes how the ACF is applied to the study of coalitions, 
learning, and policy change. We partitioned the framework into its theoret-
ical foci and then described its lexicon and research strategies. Of course, the 
ACF’s theoretical foci overlap and are often studied in tandem. For example, 
we usually need to know something about coalitions to understand policy 
change. Therefore, we do not offer strategies as concrete procedures that 
must be followed all the time in a literal way. Instead, we provide certain 
model strategies and stress the importance of understanding the spirit of the 
core theoretical ideas and the logic that has led to certain common empir-
ical strategies in ACF research. Future work should maintain a connection 
with the core ideas, but may follow new strategies for research based on the 
researchers’ best judgment as well as the characteristics of the cases to be 
studied.

We approach the empirical application of the ACF with humility. We 
offer ideas for applying the framework, based on questions frequently asked 
of us, as well as observations of extant ACF scholarship. Many unanswered 
questions and unachieved objectives remain. Progress requires continued dia-
logue and exchange among researchers. We therefore conclude this chapter 
with a set of key methodological challenges to advance the ACF through the 
collective efforts of policy scholars.

1	 Develop a common interview protocol. There are many ways to 
collect data in ACF research, however one of the most common approach 
is through the use of interviews and surveys. Thus, a key need is a gen-
eric interview protocol suitable for analyzing coalitions, learning, and 
policy change phenomena. Such an interview protocol should be gen-
eric for its portability but also adaptable enough to fit various contexts 
and research objectives. Application of a common protocol would pro-
vide a compilation of best practices beneficial to each researcher, but 
would also provide an opportunity to conduct cross-​case, structured and 
focused comparisons (cf. George & Bennett, 2005).
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2	 Continue to develop methods for analyzing text. As found across 
the sciences, textual analysis has become a major form of analyzing 
human thought and behavior. For the ACF, a common approach has 
been deployed for analyzing text, especially with news media (e.g., 
Heikkila et al., 2019) and in using Discourse Network Analysis (e.g., 
Leifeld, 2013). These techniques also follow a lasting tradition in the 
ACF to measure belief systems through textual analysis, particularly of 
legislative hearings and testimonies (Sabatier & Jenkins-​Smith, 1993, 
appendix; Zafonte & Sabatier, 2004; Carlson et al., 2019).

3	 Launch small-​ to moderate-​sized teams for comparative ana-
lyses. The ACF tendency for single-​case study research requires 
researchers to know their context, which inhibits a large number of 
cases conducted comparatively. This can be overcome through launching 
small-​ to moderate-​sized teams asking similar questions on similar topics 
in different locales. For example, the edited volume of Weible et al. 
(2016) showcases eight case studies for eight countries all focusing on 
the nature of coalitions in the topical area of unconventional oil and gas 
development (i.e., “fracking”). In doing so, they were able to understand 
better how country-​level characteristics condition politics in this area 
along with the composition and behaviors of coalitions.

4	 Continue to work on modeling and statistical analysis as well as 
data generation and sharing. We still have a long way to go in terms 
of standardizing appropriate statistical techniques for different types of 
data. A synthesis of available techniques and a review of techniques used 
in the past is needed, and at the same time we must be mindful that 
looking to the past may artificially constrain our choices for the future. 
We need to continue to build on new approaches to data generation. 
The advent of machine learning methods and coding approaches has 
created new opportunities for ACF-​based research. This also lends itself 
to making ACF datasets publicly available.

5	 Consider partial applications and plausibility probes. Scholars 
and students might find the ACF too complex to handle, given its con-
ceptual richness and theoretical breadth. The aspiration to study the 
policy process while simultaneously considering coalitions, learning, 
and policy change adds to the challenge. However, important advances 
of the ACF also depend on partial applications of particular aspects 
of the framework, for instance, by testing one or a few hypotheses. 
Provisional assessments of cases based on an initial sampling of accessible 
data are also needed to advance the framework in important ways. Such 
contributions are needed to enable insight into new cases and contexts 
and to guide more ambitious data collection efforts.

We will conclude with a comment on methodological pluralism. There 
is a broad array of useful and acceptable approaches for applying the ACF. 
This chapter provides an overview of these approaches, with the hope that 
interested researchers will take the ideas and citations mentioned in this 

 



122  Adam Douglas Henry et al.

122

chapter and explore and build on them as they conduct their research. 
However, to continue to build the ACF research program, our methods must 
be as transparent as possible, our instruments (e.g., interview protocols and 
surveys) must be made public, and our overall approach must meet a strong 
standard of intersubjective reliability. Only by meeting these expectations 
can we continue to learn from our mistakes and successes.

Notes

	1	 The geographic and institutional “space” that a policy subsystem occupies is a 
subset of the broader macro polity of the governing jurisdiction (e.g., country-​
level policy venues, such as those involving the exercise of legislative, execu-
tive, and judiciary authority). Policy subsystems are often associated with the 
administrative or implementation structures in regulatory processes or with the 
institutions charged with public service delivery (Redford, 1969), though the crit-
ical feature for subsystems is that these institutional structures have the capacity for 
authoritative policymaking (e.g., in rulemaking processes).

	2	 Jenkins-​Smith et al. (2018) describe at length the properties of policy subsystems. 
This includes (i) the complex interactions involving everything from their bio-
physical or institutional conditions to the culture and belief systems of the policy 
actors therein; (ii) the demarcation of policy actors involved from those individ-
uals not involved; (iii) the tendency for policy subsystems to overlap and nest with 
other policy subsystems; (iv) authority possibly found in administration, policy 
venue, or both; and (v) a tendency for both change and stasis.

	3	 In his 1998 publication, Sabatier (1998) presents a table with exemplary but 
general deep core belief dimensions and highlights how they can be translated 
into concrete policy subsystems to identify policy core and secondary beliefs, 
respectively. Very often, this approach is then triangulated with country-​specific 
institutions (e.g., centralized versus decentralized policymaking) or subsystem-​
specific ideological concepts (e.g., sustainability; self-​sufficiency; see, for example, 
Fischer, 2015b; Markard, Suter, & Ingold, 2016) that also enter the belief systems 
that policy actors can potentially “activate.”

	4	 Finally, scholars applying the ACF should be aware of certain persistent challenges 
in belief measurement. Here we highlight two challenges:

1	 Overcoming path dependency in belief measurement. Many belief items have 
been replicated by ACF scholars, over time and across many different policy 
issues. While this allows for much-​needed comparative analysis, the reason for 
replication of items is often because we lack a solid ex ante knowledge of the 
relevant beliefs within a subsystem. Replicating items previously used allows for 
an entry point in research design but also creates a path dependency problem 
where assumptions about belief salience propagate throughout the research 
program. Coupling inductive and deductive approaches to belief measurement 
can help to overcome this challenge.

2	 The causal relationships between individual beliefs within a belief system are 
important but rarely studied. Some beliefs likely constrain and shape other 
beliefs; however, most methods of beliefs analysis treat beliefs as discrete and 
independent but co-​varying units. Methods of structural equation modeling 
or neural networks are promising approaches for understanding the full com-
plexity of belief systems.
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Rather than viewing these challenges as barriers to research, we should view these 
challenges as opportunities for methodological innovation.

	5	 Public policies are also comprised of “institutional rules” (see ACF’s flow diagram 
in Jenkins-​Smith et al., 2018) that refer to policy content or designs. These insti-
tutional rules structure implementation that then results in impacts or feedback, 
shaping the overall structure of the policy subsystem. Studying these institutional 
rules might illuminate the politics of the public policy’s formation or the detailed 
structure of the public policy’s implementation.

	6	 Jenkins-​Smith, Silva, Gupta, and Ripberger (2014, p. 486), for example, define 
“Policies –​ seen as the aggregate sets of rules, incentives, sanctions, subsidies, taxes, 
and other instruments –​ are measured against belief systems.”

	7	 Of course, the type of analysis conducted and the specific analytical methods 
utilized for collecting and analyzing data depend heavily on the objectives. For 
example, if we wanted to explore the correspondence of policy actors’ belief 
systems and the content of public policy, we would have to measure those beliefs 
and analyze the text of the public policy and then assess their overlap and con-
sistency. As is typically the case, analyzing policy change usually requires taking a 
long-​term time perspective, over a decade or more. Thus, researchers recommend 
exploring the historical developments preceding the policy change over extended 
periods.
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Table 5A.1 � Categories of policy actors and coalitions and their definitions

Definitions

Policy actor 
categories

Latent/​isolate/​
potential policy 
actors

Policy actors not engaged who might 
have stake in the issue.

Principal and 
auxiliary actors

Principal actors are regularly engaged 
central to the subsystem; auxiliary 
policy actors are intermittently 
engaged, operate on the periphery of 
the subsystem, or both.

Purposive/​material 
groups

Purposive groups are organizations 
motivated by a value-​based mission 
(e.g., a nonprofit environmental group); 
material groups are organizations 
motivated by profit (e.g., a corporation 
or business).

Policy brokers A policy actor motivated to help 
opponents reach compromise or 
agreements.

Policy entrepreneur A policy actor motivated in shaping 
policy change or stasis decisively.
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Definitions

Advocacy 
coalition 
categories

Adversarial 
coalitions

Coalitions that compete over beliefs and 
worldviews, with low cross-​coalition 
coordination and high across-​coalition 
conflict.

Cooperative 
coalitions

Coalitions that still compete over 
beliefs and worldviews, but that 
engage in substantive cross-​coalition 
coordination, with low across-​coalition 
conflict.

Dominant/​minority 
coalition

One coalition is dominant if it impacts 
policy (change or stasis) considerably, 
and this normally over time. Minority 
coalitions are less successful in their 
translation of beliefs into policy. 
Dominant/​minority often (but not 
always!) also correlates with size, 
resources, and strategy.

Ephemeral or 
coalition of 
convenience

Trust and former contacts shape the 
observable coordination patterns 
among actors more than beliefs 
(Berardo, 2009). Such “coalitions of 
convenience” (Stritch, 2015; Cairney 
Ingold, & Fischer, 2018) were most 
often found in “nascent subsystem” 
where clear-​cut structures of beliefs 
and coordination have yet to form, but 
actors still see an advantage in joining 
forces.

Potential coalition Potential coalitions are the ones, where 
actors have some ideological agreement 
but did not yet engage in subsystem 
activities, or there is just the empirical 
proof of it lacking.

Source: Weible et al. (2020).

Table 5A.1  Cont.

  



130 
A

dam
 D

ouglas H
enry et al.

130

Table 5A.2a � Methods of data gathering (one key example of recent or relevant illustration)

Method Advocacy Coalitions Learning Policy Change

Shared Beliefs Coordination Resources and Strategies

News and social 
media

Kukkonen et al. (2017) 
used Discourse 
Network Analysis of 
the news media to 
document climate-​
related beliefs.

Koebele et al. (2020) 
analyzed coordination 
through news media.

Surveys Ripberger, Gupta, Silva, 
and Jenkins-​Smith 
(2014) used surveys 
to measure deep core 
beliefs via Cultural 
Theory.

Henry (2011) used 
surveys to identify 
collaborative ties in 
a regional planning 
subsystem.

Elgin and Weible 
(2013) used surveys 
to measure the 
political resources in 
a climate and energy 
subsystem.

Leach et al. (2014) 
analyzed learning 
as gains in 
knowledge in 
marine aquaculture 
subsystems.

Interviews Sotirov and Winkel 
(2016) conducted 73 
interviews in forest 
policy subsystems in 
Germany and Bulgaria 
to measure beliefs via 
Cultural Theory.

Ingold (2011) 
interviewed 54 senior 
representatives of 
34 organizations in 
Swiss climate policy 
to gather data about 
their coordination 
strategies.

Moyson et al. (2017) 
studying self-​
reported learning.

Strong for 
process tracing 
techniques (e.g., 
Heinmiller, 
2016).
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Document 
analysis (e.g., 
public policies/​
government 
and 
nongovernment 
reports)

Besides media analysis, 
Brandenberger et al. 
(2020) link actors to 
issues and policy 
preferences based on 
parliamentary minutes 
in Swiss water policy.

To identify coalition 
coordination in the 
governance of the 
Baltic Sea,  Valman 
(2016) codes official 
documents and 
deduces coordination 
from reservation 
patterns of state 
actors in the Helsinki 
Commission.

Vieira (2020) codes 
congressional 
public hearings and 
deduces strategies of 
coalition members 
in the Belo Monte 
case.

Gralepois et al. 
(2016) discuss 
about changes 
in Dutch 
flood defense 
(combination 
with focus group 
research and 
interviews).

Note: Blank fields do not mean that these combinations are not possible or do not exist, but that there is any example at the authors knowledge.
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Table 5A.2b � Methods of data analysis (one key example of recent or relevant illustration)

Coalitions Belief Clustering Beliefs as Relations Weak/​Strong Coordination Presence/​Absence of Coordination

Schmid et al. 2020 use 
Discourse Network 
Analysis to investigate 
modularity analysis

Ingold et al. (2017) compare 
fracking politics in 
Switzerland and the UK 
and operationalize advocacy 
coalitions based on ally 
and enemy relations and 
blockmodeling techniques.

Zafonte and Sabatier (1998) 
analyzed weak and strong 
coordination using ally 
network data based on 
survey results.

Wagner and Ylä-​Anttila (2018) 
investigate advocacy coalitions 
around the Irish Climate 
Change Law and identify 
coordination (before belief) 
clusters based on survey data.

Policy 
Change

Explaining Different 
Degrees of Policy 
Change

Minor or No Change Causality –​ Drivers for 
Policy Change

Fischer (2015a) compares 
different subsystems and 
types of policy change 
applying QCA.

Nohrstedt (2008) linking 
Chernobyl to Swedish 
energy policy and 
documenting pathways to 
minor and no change.

Sotirov and Winkel (2016) 
exploring policy change 
in German and Bulgarian 
forest policy.

Learning Investigating Process of 
Learning

Learning and Policy 
Change

Lack of Learning

Moyson (2017) studying the 
process of learning over 
time related to Belgian 
network industries and 
their liberalization.

Kingiri (2011) studying 
biotech policy in Kenya.

Khayatzadeh-​Mahani et al. 
(2017) studying shisha ban 
attempts in Iran.
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Table 5A.3 � Advantages and disadvantages of different data sources

Advantage Shortcomings

News and social 
media

Analysis over time; data 
accessibility

Media ownership; pays attention 
to salient issues and most 
active/​interesting actors only.

Only some subsystem actors 
(particular type) are active 
on Twitter, FB, and so on. 
Difficult to identify core 
beliefs and stable patterns 
as well as resources; often 
indirect coordination through 
hyperlink analysis or so.

Combination of inductive and 
deductive approach necessary.

Surveys Complete data Social desirability; data 
availability; response rate issues; 
snapshot only.

(Expert) interviews Good for actor 
identification or data 
validation

Difficult to get data on complete 
subsystem actors, their 
beliefs, etc.

Quality and completeness of 
data very much dependent on 
selection and availability of key 
informants.

Document 
analysis (e.g., 
public policies/​
government and 
nongovernment 
reports)

Systematic data 
gathering strategy, 
but only during 
the “active” policy 
negotiation (more 
difficult for policy 
implementation for 
example)

Difficult to get complete data; 
problem on data accessibility; 
often only indirect data on 
coordination (through joint 
venue participation). Better 
documentation during 
phases of agenda-​setting, 
policy formulation; less so 
during implementation and 
evaluation.
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Table 5A.4 � Concepts, attributes, and measurements

Reference Category Foundational 
Theoretical Concept

Attributes Measurement Alternatives Generally Measured/​Identified  
Using …

Cross-​cutting 
concepts

Policy 
subsystem

Topical scope Historical narrative of an issue Expert interviews, document, or 
media analysis

Media or public attention of an issue Document or media analysis
Linking an issue to its policy process Expert interviews, document 

analysis
Geographic scope Decisional level; jurisdiction; catchment 

area; community
Expert interviews, document 

analysis
Policy actors See below

Policy actors Professional engagement Decisional and positional approaches Document (or media) analysis
Network analysis

Reputation and influence Reputational approach Expert interviews, surveys (name 
generator)

Belief systems Scope of belief (deep 
core, policy core, 
secondary beliefs)

Belief measurement through unsolicited 
written or verbal statements

Document or media analysis 
(e.g., Discourse Network 
Analysis)

Belief measurement through solicited 
self-​reports

Surveys, interviews

Three meta-​
theoretical key 
concepts

Coalitions Shared beliefs Belief clustering Data gathering: survey, 
interviews, media or 
document analysis; data 
analysis: clustering techniques
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Reference Category Foundational 
Theoretical Concept

Attributes Measurement Alternatives Generally Measured/​Identified  
Using …

Beliefs as relations Data gathering: survey, 
interviews, document 
or media analysis; data 
transformation into network 
matrices (belief similarity 
or distance); data analysis: 
clustering techniques, 
blockmodeling, network 
models such as Exponential 
Random Graph Models 
(ERGM) or Stochastic Actor 
Oriented Models (SAOM)

Coordination Weak or strong coordination interaction Survey, interviews, less 
document or media analysis

Presence or absence of coordination 
interaction

Survey, interviews, less 
document or media analysis

Coalition resources Money, personnel, members, allies, 
important contacts, information and 
knowledge, leadership

Document analysis (typically 
annual or financial reports), 
interviews, organizational 
websites

Coalition strategies Coordination (see above), lobbying, co-​
signing documents, public attention, 
media presence

Document analysis (typically 
annual or financial reports), 
interviews, organizational 
websites

Policy change Type of public policy 
and policy venue

Collection of policy documents Document analysis
Study of actors’ beliefs and potential 

translation into policy
Observational methods; 

document analysis; key 
informant interviews

(continued)
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Reference Category Foundational 
Theoretical Concept

Attributes Measurement Alternatives Generally Measured/​Identified  
Using …

Nature and Magnitude 
of Policy change (e.g., 
major vs. minor)

Process tracing Document analysis; expert 
interviews

Qualitative comparative analysis Document analysis; interviews; 
expert interviews (mainly for 
validation)

Learning Process of learning Causal effect of information stimuli on 
belief change

Surveys; experimental research

Outcome of learning Self-​reported learning Surveys; interviews
Observed changes in beliefs (directly and 

indirectly measured)
Surveys; hearings; media data

Correlation between change and 
information

Case study and document 
analysis

Table 5A.4  Cont.
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6	� Conducting Narrative Policy 
Framework Research
From Theory to Methods

Michael D. Jones, Mark K. McBeth,  
Elizabeth A. Shanahan, Aaron Smith-​Walter,  
and Geoboo Song

Introduction

The Narrative Policy Framework (NPF) is a comprehensive approach to 
studying public policy that aspires to capture the policy process at multiple 
levels of analysis, across time, and within any context. As may have already been 
intimated from the name, the NPF assumes narratives are likely important 
to such an endeavor. As such, the NPF’s central goal is to assess the role of 
narratives within the policy process. Because the NPF’s approach to public 
policy is comprehensive, it encompasses a vast number of potential facets 
and concepts within the policy process that can be coupled with an equally 
vast number of research design permutations. Therefore, the scope of the 
NPF is admittedly large and implementing it can be daunting for those just 
coming to the framework. There have been several publications over the years 
expounding upon the theory and concepts of the NPF (Jones, Shanahan, and 
McBeth, 2014; McBeth, 2014; Shanahan, Jones, McBeth, and Radaelli, 2018), 
potential normative (e.g., Jones and McBeth, 2020; Sievers and Jones, 2020) 
or communication applications (Crow and Jones, 2018; Jones and Crow 
2017), and nonscience-​based applications (e.g., Gray and Jones, 2016), among 
other expositions. While we do, of course, address theory and concepts in 
this chapter, we advise readers interested in nuanced aspects of NPF theory 
to consult relevant publications. Here, however, our goal is to expand upon 
previous efforts (Shanahan, Jones, and McBeth, 2018) to guide readers in the 
nuts and bolts of actually constructing a science-​based NPF study.

This chapter proceeds by first asking the reader to consider if the NPF  
is the right approach for them by assessing their research goals in terms  
of the NPF’s theoretical assumptions. We then work through developing  
NPF research questions and hypotheses, determining levels of analysis, and  
concept operationalization. Subsequent sections address aspects of research  
design, including type, appropriate methodologies, and data, as well as various  
analytic techniques employed by NPF researchers. We close with a brief dis-
cussion of our take on the future of NPF research. Figure 6.1 illustrates the  
path our guide takes. We recognize that while our approach here is linear,  
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that the path of research design is frequently not. So, please feel free to flow  
from one category to another as your process dictates.

To provide the most current or seminal works related to conducting an 
NPF study, existing NPF research was collected and consulted. Ninety-​
two studies were identified by the authors between the years 2004 and 
2019. As the NPF was named in 2010 (Jones and McBeth, 2010), most of 
the NPF applications referenced in this chapter were published after said 
naming. However, since the NPF’s beginnings clearly precede 2010 (see 
McBeth, 2014), several select studies from the mid-​2000s are also referenced 
(e.g., McBeth, Shanahan, and Jones, 2005; McBeth, Shanahan, Arnell, and 
Hathaway, 2007; Shanahan, McBeth, Hathaway, and Arnell, 2008). As a 
potential aid to researchers, these articles are categorized by NPF concepts 
and included as appendices, along with a meso-​level NPF research design 
flow chart example (Appendices A and B).1

Deciding If the NPF Is the Right Framework for  
Your Research

The NPF situates narrative as the centerpiece for understanding the policy 
process. However, narrative has historically been an elusive concept within 
public policy and exactly how narratives operate within the policy process has 
been variously justified based on different ontological and epistemological 

Decide on Your Research Methods

Survey
Interviews
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Content Analysis

Specify Your Model

Narrative FORM Narrative CONTENT

Decide On Your Research Design
Experimental Non-experimental

Access Narrative Data
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Figure 6.1 � How to conduct NPF research
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assumptions about how the world works. As such, considering the alignment 
of the five NPF assumptions detailed below with your research assumptions 
will assist you in deciding whether the NPF is the appropriate theoretical 
lens (see Jones, 2018, p. 727):

1	 Social Construction of Policy Realities: The NPF accepts that there is a 
world independent of human perception. However, for public policy 
what is important about the world is more about what people perceive 
it to be and what that means to them, rather than determining what 
actually “is.” Thus, the NPF assumes that policy realities are best under-
stood through people’s collective and individual social constructions.

2	 Bounded Relativity: The meanings that people ascribe to various objects 
or processes related to public policy will vary considerably, but that vari-
ation is not boundless, nor is it random. Rather, individuals seek meanings 
from existing possibilities derived from their already systematized ways 
of understanding the world, such as their identity or culture. These 
systems create interpretive boundaries within which a limited number 
of possibilities exist.

3	 Narratives Have Generalizable Components: The NPF takes a structuralist 
approach to narrative, which means that narratives are objects in the 
world that have specific and identifiable features (e.g., narrative elem-
ents, narrative strategies) that can be counted, allowing mathematical 
and statistical operations to be performed.

4	 Three Levels of Analysis: The NPF assumes narratives scale and thus can 
be examined at three interacting levels: the micro (individual), meso 
(group), and macro (cultural and institutional).

5	 Homo narrans: An amalgamation of scientific findings and theoriza-
tion across multiple academic fields (see Shanahan, Jones, McBeth, and 
Radaelli, 2018, pp. 181–​183), the NPF assumes that emotion precedes 
reason and that it is the affect-​imbued stories people tell each other and 
themselves that drive cognition, communication, and decision-​making.2

The most common misstep in research that invokes the NPF but fails to 
effectively implement the framework is a failure to calibrate the assumptions 
of the NPF to the goals of the research and the orientations of researchers. 
Simply put, “the NPF is not a one-​size fits all for research projects centered 
on narrative” (Shanahan, Jones, and McBeth, 2018, p. 333). During the early 
stages of research design, carefully consider each assumption to determine if 
your project conforms to NPF assumptions. If not, it is probably not an NPF 
study. For example, your approach to research might assume reality is socially 
constructed and that narrative is central to understanding that reality. But if 
you also assume narrative is completely contextual and unique (i.e., sui gen-
eris and non-​generalizable), the NPF is not for you. In this case, you would 
meet assumptions #1 and #5 but clearly violate assumptions #2 and #3 (and 
probably #4). Examining the fit of NPF assumptions with your research is as 
much about you as the researcher as it is about your research design.
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Crafting NPF Research Question(s)

All good research is guided by one or more research questions. An NPF study 
is no exception. However, what distinguishes an NPF study is the focus on 
the role of narrative in the policy process. NPF research questions typically 
fall in one of two broad categories: questions that are driven by a concern 
for a specific policy issue and questions that are driven by a primary want 
to advance theory. The usual way to tell the difference is that with the latter, 
the policy area is a means to test the theory and with the former, the theory 
is a means to test something relevant to the policy area. In both cases, the 
theoretical contribution of the study to the NPF will need to be addressed, 
although the priorities of such research clearly differ. Table 6.1 provides sev-
eral generic research questions at different levels of analysis (discussed more 
in the next section).

Determining Level of Analysis: Micro, Meso, or Macro

One of the first issues that an NPF researcher will need to consider—  
usually concurrently with assumption alignment and research question  
development—​is determining the level of analysis. Whereas the unit of  

Table 6.1 � Level of analysis in NPF research questions

Level of Analysis Generic Research Question Examples

Micro What influence do narratives 
have on individual 
preferences and cognitions?

What influence do narratives 
have on individual 
decision-​making?

McBeth, Lybecker, 
Stoutenborough, Davis, and 
Running, 2017; Shanahan 
et al., 2019; Zanocco, Song, 
and Jones, 2018

Gray and Jones, 2016; Guenter 
and Shanahan, 2020; 
McMorris, Zanocco, and 
Jones, 2018

Meso How do groups construct 
policy narratives?

Do policy narratives shape 
policy outcomes?

How do groups use images in 
their policy narratives?

What variations in policy 
narratives differences are 
associated with partisan 
control of government?

Merry, 2020; Schwartz, 2019
Dupuis, 2018; McMorris et al., 

2018; Laufer and Jones, 2021
Boscarino, 2020; McBeth 

et al., 2012
Chang and Koebele, 2020; 

Peterson, 2018

Macro What are the conditions 
under which macro-​level 
narratives develop and 
change?

Boscarino, 2020; Ney, 2014; 
Peterson, 2018; Veselková 
and Beblavy, 2014

Note: Table updated and based on Shanahan et al. (2018, p. 334).
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analysis refers to the specific units from which you gather your observational  
data (e.g., coded narrative statements such as interest group tweets), the level  
of analysis sets the scope of your research.

As described in Shanahan, Jones, and McBeth (2018, p. 334), “each level 
of analysis in the NPF provides a vantage point for examining the role of 
narratives in the policy process.” Being clear with your level of analysis means 
that you are clear about the population of your study: individuals (micro), 
groups (meso), or institutions and/​or culture (macro).

	• A rule of thumb is that if you are studying how narratives influence indi-
viduals’ beliefs, cognitions, preferences, and decisions (e.g., Jones, 2014a) 
or how individuals produce narratives (Colville, 2019), you are oper-
ating at the micro-​level of analysis. These types of studies have tended 
to rely on approaches such as experimental designs (e.g., Guenther and 
Shanahan et al., 2020) and surveys (e.g., Knackmuhs, Farmer, and Knapp, 
2020; Laufer and Jones, 2021).

	• Meso-​level studies tend to focus on how groups strategically produce 
narrative and to what extent these policy narratives shape policy 
outcomes. At this level of analysis, a common approach is to conduct 
content analysis of social artifacts such as public consumption documents 
(e.g., Smith-​Walter et al., 2016), parliamentary or congressional tes-
timonies (e.g., O’Leary, Borland, Stockwell, and MacDonald, 2017), 
media accounts (e.g., Gupta, Ripberger, and Wehde, 2018), social media 
tweets (Merry, 2016), or similar narratives made available by groups and 
advocacy coalitions.

	• Finally, if you study how grand policy narratives develop and change 
across institutions (Peterson, 2018), society, and cultural norms 
(Boscarino, 2020), you are studying the macro-​level. Macro-​level NPF 
may be focused on the policy narrative changes reflected in institutional 
and societal norms, across historical events and culture (Ney, 2014), and 
typically across long periods of time.

The NPF does not assume the levels of analyses are independent. Rather, 
levels are understood to be interconnected, with connections also being 
worthy of their own research questions. For example, macro-​level policy 
narrative disruptions are likely to have downstream effects on meso-​level policy 
narratives. Or, shifts in micro-​level narrative policy persuasion or attention 
(see Peterson, 2018, pp. 834–​837) may affect how groups construct meso-​level 
policy narratives. To date, NPF studies seem to land at one level of analysis or 
another; however, future studies accounting for the interplay between levels of 
analysis are both encouraged and needed (e.g., McMorris et al., 2018).

Articulating NPF Hypotheses and Expectations

The aim of this chapter is to provide guidance for NPF research that adheres 
to the “clear enough to be wrong” standard (Jones and McBeth, 2010), 
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which means that studies following this chapter’s guidance should aspire 
to meet the scientific requirements of validity, reliability, replicability, and 
falsifiability.3 As such, articulating hypotheses and expectations are standard 
practice in such endeavors. Indeed, much of the NPF research referenced in 
this chapter is hypothesis driven (e.g., Brewer 2020; Gottlieb, Oehninger, and 
Arnold, 2018; O’Donovan, 2018) but some include expectations (e.g., Cline, 
2015; Heikkila, Weible, and Pierce, 2014; Merry, 2016) or propositions (e.g., 
Lybecker, McBeth, and Stoutenborough, 2016). All approaches are appro-
priate for a “clear enough to be wrong” NPF study, so long as they calibrate 
to NPF assumptions and aspire to scientific standards (see King, Keohane, and 
Verba, 1994, for additional guidance). The NPF has recorded several hypoth-
eses at the micro and meso-​levels of analysis (Shanahan, Jones et al., 2017), 
but given the rapid maturing of the NPF, new hypotheses and expectations 
are regularly posited. See Table 6.1 for references to several exemplar studies 
with hypotheses at each level of analysis. However, we want to be clear that 
researchers should not at all feel bound to existing hypotheses.

Specifying Your Model: Operationalizing NPF Concepts

NPF theory specifying the relationships between concepts is the scaffolding 
of the NPF. Consequently, valid concept operationalization is foundational to 
any NPF study and also critical to achieving reliability within and between 
NPF research models. Below, we describe current thinking about concepts, 
as well as citations that help provide a roadmap for the interested researcher. 
We understand that calibrating concepts to particular contexts as well as 
aspirations for greater precision and validity will lead to important concep-
tual innovations over time. We encourage such concept iterations, as they are 
critical to developing better scientific understandings of policy narratives.

The Policy Narrative

Given the principal aim of the NPF to understand the power of narratives 
in the policy process, policy narratives lie at the heart of the framework. 
A clear operational definition of what constitutes a policy narrative is thus 
critical, as this choice will have a cascading effect on future decisions that 
follow as you set up your study. While the NPF articulates a definition of 
policy narrative, we understand that narrative scholarship asserts different 
definitional criteria (e.g., Herman, 2009; Shenhav, 2015). Such alternate 
definitions are not strictly prohibited, and while not common, some have 
provided interesting alternatives (see Weible et al., 2016). However, because 
the NPF focuses on narratives in policy domains, a trend in NPF research has 
led to what has become orthodoxy in terms of defining a policy narrative. 
The minimum requirements for a text (understood as anything potentially 
containing a narrative) to be considered a policy narrative (vs. nonnarrative) 
is the presence of at least one character and the presence of a policy reference 
(Shanahan et al., 2018). When specifying your model, a researcher must be 
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absolutely clear about how policy narratives are defined, as this ensures you 
are working with narrative data. Moreover, failure to define policy narratives 
would be an obvious violation of assumption #3, discussed earlier in this 
chapter.

Drilling down into the policy narrative, the NPF takes a structuralist 
approach to narrative (see Herman, 2009, pp. 23–​36) by designating two 
components, within which all narrative objects can be classified: narrative 
form (also sometimes referred to as narrative structure) and narrative con-
tent. Manifesting NPF assumption #3, narrative form refers to the gener-
alizable structures of narrative that are theorized to exist across space and 
time, regardless of context. Within narrative form, the NPF identifies several 
elements, including setting, characters, plot, and moral of the story. Narrative 
content refers to the subject matter of the policy narrative (i.e., what the 
story is about). Manifesting NPF assumption #2 and to deal with the relative 
nature of narrative content, the NPF has conceptualized narrative content as 
two elements consisting of beliefs and strategies. As with other aspects of the 
NPF, we encourage science-​based innovation upon and within NPF policy 
narrative elements.

Policy Narrative Form

Setting

Policy narrative settings situate character(s) in a time and place, thus focusing 
attention on “where and when the action is taking place” (Shanahan, Raile 
et al., 2018, p. 928). Policy settings have typically been defined in terms of geog-
raphy (Knackmuhs, Farmer, and Knapp, 2018; O’Leary, Borland, Stockwell, 
and MacDonald, 2017), legal and/​or constitutional frameworks (Boscarino, 
2018; Jones, Fløttum, and Gjerstad, 2017; Smith-​Walter et al., 2016), evi-
dence (Eide Kjargard, and Söreide, 2014; Radaelli, Dunlop, and Fritsch, 
2013; Schlaufer, 2018; Smith-​Walter et al., 2016), resources (Husmann, 2015; 
Mosley and Gibson, 2017), and demographics (Kirkpatrick, 2017; McMorris, 
Zanocco, and Jones, 2018). Recent research has begun to refine the initially 
ambiguous characterization of setting with additional concepts such as prox-
imity (Lawlor and Crow, 2018; Merry, 2018), issue frames (Shanahan, Raile 
et al., 2018), governance arrangements (Weiss, 2018), and cultural contexts 
and assumptions (Dupuis, 2018; Huda, 2019; Ney, 2014).

Characters

Like any good story, the bread and butter of policy narratives are the 
characters which populate the tale. The NPF initially recognized heroes, 
villains, and victims as key characters who were of particular interest to policy 
scholars. The victim is the person, people, or value that is being (or will be) 
harmed. The hero of the story is the agent of alleviation, the character who 
can solve the problem and bring relief to victims. Finally, the villain is the 
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actor who is responsible for harming the victim or standing against the hero’s 
action to address the problem. However, these are not the only characters that 
NPF scholarship has explored, nor the only ones that could be discovered in 
future studies. Other character types invoked within NPF research include 
beneficiaries (Huda, 2018; O’Donovan, 2018, Weible et al., 2016), allies (e.g., 
Boscarino, 2020; Merry, 2016; McBeth, Shanahan, Hathaway, Tigert, and 
Sampson, 2010), opponents (Merry, 2016), and “shadow characters” who are 
not referred to by name but whose existence is implied by the plot of the 
narrative (O’Leary et al., 2017).

Plot

Plots link characters to each other and organize their actions and interactions 
within the setting. Most NPF studies have operationalized plot utilizing 
Deborah Stone’s (2012) story lines (e.g., story of decline, story of stymied 
progress) (e.g., Cristoforetti and Querton, 2019; Dupuis, 2018; Jones, 2014b; 
McBeth et al., 2017; McBeth et al., 2013; O’Donovan, 2018; Schlaufer, 2018; 
Shanahan et al., 2013; Veselková, 2014). Other operationalizations include 
beginning–​middle–​end (e.g., Boscarino, 2020; Honeck, 2018; Nisbett, 2017), 
intention of the villain character (Crow et al., 2017), threats and opportun-
ities (O’Leary et al., 2017), stories of disorientation (Dupuis, 2018), and plots 
conditioned by problem definition (Crow, Lawhon et al., 2017; Kear and 
Wells, 2014; Price, 2019).

Moral of the Story

The actions of the characters in a narrative are often intended to lead to some 
outcome or solution. This moral of the story gives the characters’ actions 
and motivations purpose. In the context of policy narratives, the moral of 
the story is frequently operationalized as the policy solution (e.g., Ertas and 
McKnight, 2020; McGough, Bedell, and Tinkler, 2018; McMorris, Zanocco, 
and Jones, 2018; Shanahan et al., 2013), a moral lesson (e.g., Clemons et al., 
2012; Jones, 2014a; Schwartz, 2019), or a call to action (e.g., Beck, 2018; 
Brewer, 2019; Jones, 2018; Jones and McBeth, 2010).

Policy Narrative Content

Narrative form provides the structural building blocks of policy narratives. 
Narrative content gives policy narratives meaning. As one might expect, 
narrative content has considerably more variation than narrative form, as 
what a story is about can vary along an almost innumerable number of 
dimensions. When you interact the story with the narrator and the audi-
ence, you get even more interpretive variation, prompting many scholars 
who have studied public policy through narrative to conclude that general-
ization is impossible (e.g., Miller, 2015). This phenomenon is referred to as 
narrative relativity within the NPF (see Jones et al., 2014, pp. 4–​5). Similar to 
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Healy (2017), we reject this critique. To identify systematized ways of meas-
uring meaning-​making within policy narratives, the NPF has employed two 
helpful categories: beliefs and strategies.

Beliefs and Strategies

To mediate the problem of narrative relativity, the NPF recommends using 
well-​understood belief systems, where researchers have identified systemized 
ways by which people assign meaning to objects and processes they encounter 
in the world, which of course includes narrative objects. This sounds more 
complicated than it is. For example, the content of policy debates (e.g., 
immigration debates in Europe, Australia, and the United States) can be 
understood by measurements of nonrandom variation in policy beliefs such 
as the individualism and collectivism worldviews (Arieli and Sagiv, 2018). 
An NPF study could investigate whether the policy narratives or individ-
uals with an individualism belief assign a different meaning to immigra-
tion than policy narratives or individuals with a collectivism belief. Beliefs 
counter narrative relativity for the NPF because while beliefs vary within 
policy debates, they do so in predictable ways. Within the NPF, a host of 
belief systems have proven useful in capturing narrative content in this way, 
including ideology (Arnold, 2018; Chang and Koebele, 2020; Peterson, 
2018; Shanahan et al., 2011), cultural theory (Jorgensen, Song, and Jones, 
2018; McMorris, Zanocco, and Jones, 2018; Ney, 2014), Old and New 
West (McBeth et al., 2005; Shanahan, McBeth, Hathaway, and Arnell, 2008), 
George Lakoff ’s moral politics theory (Clemons, McBeth, and Kusko, 2012; 
Knackmuhs, Farmer, and Knapp, 2020), the advocacy coalition framework’s 
policy beliefs (Kear and Wells, 2014; Mosely and Gibson, 2017; O’Donovan, 
2018), federalism (McBeth, Shanahan, Hathaway, Tigert, and Sampson, 2010; 
Smith-​Walter, 2018), conception of good citizenship (McBeth, Lybecker, 
and Husmann, 2014), and several systems of categorization associated with 
environmental attitudes (Beck, 2018; Knackmuhs, Farmer, and Knapp, 2018; 
Shanahan, Jones, McBeth, and Lane, 2013).

Similar to beliefs, strategies provide ways of understanding meaning 
beyond narrative relativity by leveraging the strategic deployment patterns 
of policy narratives by policy actors. Several policy narrative strategies have 
been commonly examined within the NPF. For example, the devil and angel 
shift, where policy actors are portrayed as nefarious or valiant, is a regularly 
examined strategy, (e.g., Gottlieb, Oehninger, and Arnold, 2018; Heikkila, 
Weible, and Pierce, 2014; Merry, 2019). Informed by the classic work of 
E.E. Schattschneider (1960), scope of conflict strategies are designed to call 
actors to the cause or dissuade them from entering the narrative fray (Gupta, 
Ripberger, and Collins, 2014; Shanahan, Jones, McBeth, and Lane, 2013; 
Stephan, 2020). Causal mechanisms are strategies used by policy actors to 
assign causality and blame within a policy narrative (Price, 2019; Shanahan, 
Adams, Jones, and McBeth, 2014; Shanahan, Jones, McBeth, and Lane, 2013). 
While not as common as the previously mentioned strategies, other strategies 

 

 

 

 

 

 

 

 

 

 



146  Michael D. Jones et al.

146

have also been examined such as the use of symbols or policy surrogates (Kear 
and Wells, 2014; McBeth, Shanahan, Arnell, and Hathaway 2007; Veselková, 
2014), the use of science and evidence (Crow and Lawlor, 2016; Knackmuhs, 
Farmer, and Knapp, 2018), the use of analogy (Boscarino, 2018), the impotent 
shift (Brewer, 2019), and thematic coherence and strength (Lebel and Lebel, 2018).

Narrativity: Form +​ Content

Finally, we address an NPF concept that can straddle both policy narrative 
content and form. Narrativity refers to the extent in which a policy narrative 
contains more or less policy narrative elements: setting, characters, plot, 
moral, beliefs, and strategies (Crow and Berggren, 2014; McBeth et al., 2012; 
Merry, 2016). Often referred to as a narrativity index, where some addi-
tive calculation is made to assess how many narrative elements are present, 
this index is usually employed to determine how complete or incomplete 
a policy narrative is and to what effect (Boscarino, 2020; Crow and Lawlor, 
2016; Huda, 2018).

Research Designs

Research designs are the overall plan that one develops to address and pro-
vide answers to research questions. Typically, research questions lead to one or 
more hypotheses or propositions from which emanate strategies to acquire 
data and test those hypotheses or propositions. Below, we divide NPF research 
designs into two broad categories: experimental and nonexperimental.

Experimental Designs

In the most basic of terms, experiments work by examining the change 
in “something” based upon another “something,” while making sure other 
“somethings” do not interfere. In more technical terms, we observe the vari-
ation in the dependent variable based upon an experimental intervention, 
while holding other independent variables constant. This is considered the 
gold standard of scientific research designs. Within the NPF, experimental 
designs have been employed at both micro (e.g., Zanocco, Song, and Jones, 
2018) and meso (e.g., McMorris et al., 2018) levels of analysis, although 
micro-​experimental applications are far more ubiquitous.

While NPF experimental designs vary, there are definitely some com-
monalities. Whether within-​subjects or between-​subjects designs, most 
NPF experiments start with a policy narrative stimulus that is introduced 
to experimental subjects, conditions are controlled for, and then variation in 
some dependent variable, such as policy preferences or assessment of risk, is 
observed before and after the experimental treatment (or with and without 
treatments in the case of between-​subjects designs). The narrative experi-
mental intervention within these research designs will usually hold some 
portion of the policy narrative itself constant, while manipulating narrative 
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elements, such as the characters (e.g., Husmann, 2015; Jones, 2014a; Shanahan 
et al., 2019) or the moral of the story (e.g., Jones, Fløttum, and Gjerstad, 
2017). Most typically these types of designs have occurred within the context 
of surveys leveraging representative samples (e.g., Guenther and Shanahan, 
2020; Zanocco et al., 2018), so frequently survey items will represent control 
variables, such as age and education, which are then included in multivariate 
models used to analyze related experimental outcomes. Samples that are 
truly randomized and representative of relevant populations could in prin-
ciple remove the need for such controls, as one would be able to assume the 
orthogonality of those variables. To our knowledge, these purer forms of 
experimental designs have yet to materialize within NPF research. For an 
exemplar NPF experimental study, see Jorgensen, Song, and Jones (2018).

Nonexperimental Designs

As mentioned above, the experiment is the gold standard of science. 
Sometimes, however, our research designs fall more in the silver, bronze, or 
tin categories of scientific research designs. This can happen for a myriad 
of reasons, including the research may not be amenable to an experimental 
design (e.g., what policy narratives are being deployed by interest group X?), 
or there is a logistic inability to conduct pre-​ and post-​assessments, or per-
haps the resources necessary for an experiment are simply unattainable, and 
so forth. In these situations, there are many viable research designs that do an 
admirable job at meeting the needs of their research questions.

A common research design within NPF studies is the case study. A case 
study can be employed when the primary goal of a study is to describe 
the policy narratives within a particular context, such as a policy subsystem 
(Merry, 2020). However, a stronger scientific version of the case study design 
is to compare multiple cases along dimensions of similarity and difference 
(see Yin, 2014). To date, comparative case studies have had a relatively minor 
presence in the NPF (although, see Choiruzzad, 2019; Dupuis, 2018 Gottlieb 
et al., 2018, for notable exceptions). However, additional studies utilizing 
this design can play an important role in refining the NPF’s theorized 
relationships by working toward analytic generalization (Yin, 2003, p. 32) by 
comparing findings from a case study to the outcomes hypothesized by 
theory (see Chang and Koebele, 2020, for an excellent example of this). 
While there is a tendency to assume that NPF case studies use primarily 
qualitative data collection techniques such as interviews and the interpret-
ation of secondary sources, NPF case studies employ a host of methodologies 
ranging from content analysis (Lybecker et al., 2015), to interviews (Gray 
and Jones, 2016), to participant observation (Mosley and Gibson, 2017), to 
document review (O’Donovan, 2018).

Other nonexperimental NPF research designs include cross-​sectional, 
panel, and time-​series designs. Perhaps, an easy way to understand these 
types of designs is in terms of how and when dependent and independent 
variables are measured. Cross-​sectional studies take a snapshot of policy 
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narratives, looking at them at one point in time (e.g., Lybecker, McBeth, and 
Kusko, 2013). Panel studies would examine repeated measurements with the 
same respondents at different points in time. Time-​series designs, as the name 
indicates, measure policy narratives over time (e.g., Peterson, 2019).

Research Methods

Survey Methods

Survey methods are regularly employed in NPF research and primarily used 
at the micro-​level of analysis, most often in conjunction with experimental 
designs (e.g., Husmann, 2015; Jones, 2014a; Shanahan et al., 2014; Shanahan, 
McBeth, and Hathaway, 2011). In such experimental designs, researchers use 
the survey to present a narrative experimental treatment consisting of some 
combination of narrative elements (e.g., characters, causal mechanism, policy 
beliefs) within the survey and then evaluate how the narrative influences 
dependent variables of interest (e.g., affective response, risk perception, policy 
views, or policy choice). Sampling is crucial to the ability to generalize results. 
As always, surveys that draw a random sample of a population are optimal (e.g., 
Boscarino, 2018). However, cost considerations can frequently push random 
samples out of reach for researchers who are typically operating on tight budgets. 
As a result, researchers often employ more affordable options. For example, 
representative samples from survey companies such as YouGov, Qualtrics, 
or Survey Sampling Inc. are regularly employed by NPF researchers (Jones 
and Song, 2014). Less commonly, surveys are also conducted with conveni-
ence samples such as university students (e.g., Ertas, 2015; Husmann, 2015) or 
Mechanical Turk (Clemons, McBeth, Peterson, and Palmer, 2019). These more 
affordable options have their drawbacks but can be appropriate under the right 
circumstances, with the right kinds of research questions. Researchers should 
always articulate the limitations of their sampling techniques and frame their 
discussions of findings and generalizations accordingly.

Content Analysis

Utilized in formative meso-​level NPF studies (McBeth, Shanahan, and Jones, 
2005; McBeth, Shanahan, Arnell, and Hathaway, 2007; Shanahan, McBeth, 
Hathaway, and Arnell, 2008), content analysis is currently the most com-
monly applied NPF meso-​level methodology. Similar to Shanahan, Jones, 
and McBeth (2018), we offer the following seven points to consider when 
conducting an NPF content analysis.

The Codebook

All researchers are encouraged to publish their coding instruments with 
published NPF research. As such, there are now many exemplar NPF 
codebooks that researchers can partially or fully replicate for their own 
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research designs (e.g., Boscarino, 2020; Chang and Koebele, 2020; Shanahan 
et al., 2013). NPF codebooks are traditionally included as appendices in 
published research.

Census vs. Sample

Some sources of narrative data (documents, speeches, tweets) are limited 
enough that you do not have to draw a sample but instead can conduct a 
census. For example, if you have 100 documents for an interest group in the 
year 2020 and your goal is to code how the interest group strategically used 
narrative in 2020, you could code the entire 100 documents. At other times, 
however, limited resources and a large number of narrative sources (such as 
when a longitudinal analysis is being conducted) will require you to draw 
a random sample. For either sampling strategy, it is important to detail your 
sampling strategy and justify the number of sources content analyzed.

Unit of Coding Analysis

Decisions need to be made about the unit of analysis for coding your policy 
narratives. For more traditional coding of narrative texts, questions to con-
sider are whether your coding unit will be a sentence, paragraph, document, 
or collection of documents. Where you land on these coding decisions will 
have critically important implications for the kinds of questions your data 
can address and what types of interpretations are appropriate for those data. 
Historically, many NPF studies have simply counted narrative elements such 
as heroes and villains within documents (the coding unit) and aggregated 
counts (e.g., McBeth et al., 2005; Merry, 2016; Shanahan et al., 2013). Other 
studies have deviated from this historical approach and sought to improve 
standardization and reliability. For example, Smith-​Walter et al. (2016) code 
for the presence or absence of narrative elements at the paragraph level, 
which they argue improves reliability. Other studies have gone the direc-
tion of scaling up, to capture more of the aggregate policy narrative across 
documents. For example, McBeth and Lybecker (2018) code for evidence as 
a percentage of word count for all documents in their population, allowing 
them to compare the use of evidence in different venues. In short, there is 
no single “correct” unit of coding, but whatever choice a researcher makes, 
there will be guidelines to follow within the content analyses literature and 
limitations and benefits for each choice, specifically in how that choice 
intersects with NPF theory. In determining your coding unit of analysis, we 
suggest consulting both relevant NPF research, as well as literature providing 
guidance on how best to do content analysis.

Human vs. Automated Coding

Given the essential importance of context within narratives, NPF studies 
have primarily relied on the use of trained human coders (e.g., Merry, 
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2016). Consider the following: “Donald Trump has saved (or destroyed) 
the U.S. economy and he has benefited (or hurt) average Americans.” 
In a narrative, context is everything. Trump is a hero in one case and a 
villain in the other. “Average Americans” could be either beneficiaries 
or victims. Most automated approaches have trouble reliably accounting 
for the nuance inherent in narrative context. However, there have been 
some forays into solving the puzzle of automated narrative coding (e.g., 
Crow and Wolton, 2020), though the use of automated coding is still in 
the development stage.

Use Independent Human Coders

Our experience is that policy narrative content coding is an iterative process 
that requires practice. NPF studies normally proceed with human coding 
as follows. First, a codebook is developed to guide coding. Second, coders 
are then trained on the operational definitions of concepts to be coded. 
Third, trained coders independently code a small number (around 5–​10) 
of narrative data (textual or visual). The purpose of this initial coding is 
to test the extent to which coders are similarly applying the operational 
definitions to the narrative data. Fourth, the extent to which coders are reli-
ably coding the narrative data is assessed (e.g., simple agreement or Dean 
Freelon’s ReCal reliability calculator http://​dfree​lon.org/​utils/​rec​alfr​ont/​). 
Fifth, coders meet for reconciliation sessions to reconcile codes. At this point, 
disagreements in codes are normal, and detailed discussions over operational 
definitions will result in tweaks to the codebook’s specified decision rules. 
This process is crucial for reliable content analysis and takes time.

Reliability Testing

After the coding and reconciliations are complete, intercoder reliability is 
calculated. While many NPF studies (e.g., McBeth and Lybecker, 2018) use 
percent agreement to assess reliability, McHugh (2012) argues that chance 
agreements are not accounted for with percent agreement reliability and that 
more rigorous tests should be used. Lombard, Snyder-​Duch, and Bracken 
(2002) provide a summary of such tests including Scott’s pi, Krippendorff ’s 
alpha, and Cohen’s kappa coefficient. These more rigorous tests are now the 
norm within NPF scholarship (e.g., Boscarino, 2020; Smith-​Walter et al., 
2016). In fact, providing both percent agreement and these more advanced 
measures is recommended (e.g., Merry, 2016).

Coding Visual Narratives

The study of narrative within the NPF has primarily focused on text. 
Yet, we know that visual narratives exist, and such images are increasingly 
important in contemporary policy issues. The NPF has been leveraged to 
study these visual narratives, showing both the promise of such an approach 
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and the inherent difficulties of coding them. The first such NPF study, by 
McBeth, Shanahan, Anderson, and Rose (2012), conducted a content ana-
lysis of YouTube videos of a Greater Yellowstone interest group, the Buffalo 
Field Campaign (BFC). The policy narratives within the analyzed videos 
were shown to be strong predictors of public attention. This study and those 
that have followed (Lybecker, McBeth, Brewer, and De Sy, 2018; Lybecker, 
McBeth, Husmann, and Pelikan, 2015) have demonstrated that the reliability 
of NPF video coding is consistent with the reliability of textual policy 
narrative coding, so long as independent coders participate in the reconcili-
ation sessions described above.

Other NPF studies have examined still frame visual images as narratives. 
For example, Boscarino (2020) content analyzed images from tweets of 
five environmental groups involved in the Dakota Pipeline controversy 
between 2016 and 2017. Her findings demonstrate that tweets with images 
were higher in narrativity than tweets that did not have images and that 
Twitter users are more likely to pay attention to tweets with images. Finally, 
Guenther and Shanahan (2021) conducted a survey experiment related to 
bat management in Australia and found that narratives with accompanying 
images are linked to emotional reactions that influence risk perception and 
support for management policies.

Interviews and Focus Groups

Interviews are a classic means by which to obtain social scientific data and 
the NPF has no shortage of studies leveraging these classic tools. Within 
the NPF, interviews are typically semi-​structured, where some questions are 
scripted, but allowances are made for the emergence of new data during the 
interview. The structured aspect of the interview allows researchers to ask 
questions related to specific NPF elements (e.g., “So, who is the bad guy 
here?”), which speaks directly to NPF theoretical concepts of interest and 
allows for targeted data acquisition (Peltomaa, Hildén, and Huttunen, 2016). 
The nonstructured aspects of the interview allow for inductive aspects of a 
policy narrative to emerge, which is often relevant to providing the nuances 
of narrative content as well as other emergent information and concepts. 
Within the NPF, interviews have been used as primary data sources them-
selves (Shanahan et al., 2018) as well as to inform other elements of a research 
design, such as survey and experimental treatment development (Laufer and 
Jones, 2021; McMorris et al., 2018).

While not as common as interviews, focus groups have also been used 
in NPF research. For example, Smith-​Walter, Jones, Shanahan, and Peterson 
(2019) used narrative data collected from focus groups to explore differences 
between character usage in the construction of problems and solutions 
related to campaign finance reform in the United States. Four focus groups 
were conducted, each constituted by individuals of similar cultures but dis-
tinct from the other focus groups (Kahan, 2012). Participants in each group 
were presented with the exact same campaign finance information, which 
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they then proceeded to make sense of as a group. Transcripts were con-
tent analyzed, and networks analyzed (see, section on social network analysis 
[SNA], below) to examine the emergence of distinctive worldview group-​
based narratives. Findings showed that each group produced a unique cam-
paign finance narrative that was anchored to their cultural worldviews.

Policy Narrative Data

Because we are Homo narrans, we are continually surrounded by narrative data, 
which means narrative data are virtually everywhere, but that does not mean 
everything is a policy narrative. Some visual and textual data are nonnarrative. 
So how best to acquire narrative data? We find approaching narrative data 
by level of analysis a useful way to grapple with this facet of research design. 
A working assumption throughout the following sections is that you have 
settled on a clear definition of policy narrative. Without it, it is hard to imagine 
what collecting viable NPF policy narrative data would even look like.

Micro-​Level Narrative Data

Micro-​level NPF analyses focus on the relationship between policy narratives 
and individuals. Focusing on such relationships can lead to a myriad of 
forms of data. A researcher might solicit narrative data through a survey 
to assess aggregate understandings of policy narratives, policy preferences 
(Knackmuhs, Farmer, and Knapp, 2020), or public opinion (Jorgensen, Song, 
and Jones, 2018). Interviews might be used to inquire about the policy 
narratives of elites or stakeholders (Gray and Jones, 2016) or focus groups to 
assess the narrative understanding of everyday individuals, but in a more in-​
depth way than a survey might provide (Smith-​Walter et al., 2019).

As we argued earlier, one of the most potent types of narrative data within 
NPF studies is the experimental variety. These types of data are typically 
derivative or relevant to a specific policy issue or area. Researchers have 
approached coming to terms with the operative policy narratives and assem-
bling treatments in a variety of ways, including reviewing extant literature 
(Jones and Song, 2014; Zanocco et al., 2018), interviewing stakeholders 
(McMorris et al., 2018), through surveying the public (Jorgensen, Song, 
and Jones, 2018), and natural language processing (Shanahan et al., 2019). 
In reviewing these studies, we offer a bit of advice. If the goal is to have 
the policy narrative represent actual operating narratives in the policy area, 
researchers should try to get as close to the source as possible. That is, talk to 
people (e.g., interviews, focus groups) or procure proposed policy documents 
and work toward using source-​centric policy language.

Meso-​Level Narrative Data

Meso-​level NPF data focus on policy narrative related to groups or advocacy 
coalitions. Those groups are constituted by individuals (e.g., public officials, 
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members of media, citizens, etc.) but can be assessed by the narratives of 
those individuals or through policy narratives of the groups or coalitions 
themselves. Many of these narratives are simply sitting out there in the public 
domain and are thus freely available via group or organizational websites 
(McBeth et al., 2005), published newsletters (McBeth et al., 2007), blogs, 
speeches, legislative records (McBeth and Lybecker, 2018), parliamen-
tary inquiries, court rulings, tweets (Boscarino, 2020; Gupta, Ripberger, 
and Wehde, 2018; Merry, 2016), Facebook posts, traditional media sources 
(Peltomaa, 2018), and so on. We suggest consulting some of the NPF meso-​
level studies referenced in this chapter for some ideas on where to find data, 
but availability is literally as vast as the internet itself. That does not mean, 
however, that the NPF researcher should infer that all policy narrative data 
are public narrative data. There may very well be good cause to acquire data 
that is not publicly available, such as the policy narratives of specific elite 
policy actors (e.g., Gray and Jones, 2016) whose stories carry considerable 
weight, as well as the stories of those who have been ignored or deliberately 
excluded from the policy process (e.g., Sievers and Jones, 2020).

Once you have decided on the sources of your policy narratives, you will 
need to determine what time period of data will be collected. Time periods 
within NPF studies can vary substantially, and there is no “set” time frame 
for all studies. You might examine 15 months of data (Boscarino, 2020); you 
might examine over 50 years (Peterson, 2018). Time period considerations 
are determined by the context of the policy issue or area you are exam-
ining and the nature of your research question(s). You will then follow this 
choice with a determination about whether to use a census or sample of the 
population, as we discussed earlier in the chapter in the section on content 
analysis.

Once the above has been worked through, the next step is to deter-
mine which of the codable items (e.g., a newsletter or tweet) are narratives  
and which are not. This is done by applying your definition of policy 
narrative, which typically in the NPF will mean that a character is present 
and that there is a reference to the policy. In the interest of replication and 
transparency, document your rules of inclusion and exclusion.

Macro-​Level Narrative Data

Even after ten years since the naming of the NPF, there have only been 
a few macro-​level studies. Within these studies, the macro-​level has been 
characterized as institutions (Peterson, 2018), culture (Ney, 2014), and even 
as a kind of approach in its own right (Knox, 2013). Data for such studies 
include the content of State of the Union Addresses relating to the presen-
tation of environmental messages (Peterson, 2018) and written documents 
postulating the most desirable types of cultural relationships to undergird 
societal functioning (Ney, 2014), among others. However and despite the 
noble attempts at specifying the macro-​level, in our estimation, existing 
macro-​level studies have not yet quite captured the intent of this level of 
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analysis.4 While the NPF’s short-​hand description of macro-​level narratives 
has indeed been institutional and cultural narratives, in Theories of the Policy 
Process, we provide a more detailed depiction that references Danforth (2016, 
p. 584) who described macro-​level narratives as “communal, historical 
narratives that are expansive enough to explain a variety of human events 
across time and place.” In fact, similar to Lyotard’s (1984) conception of 
meta narrative, we called macro-​level narratives grand narratives or narratives 
conceived as the society-​wide cultural and institutional stories that under-
write our other stories at the meso and micro levels. In short, these are the 
big stories people use to justify and make sense of the smaller stories in 
their lives. We expect data for macro-​level studies to cover large swathes of 
time, permeate many institutions, and house many of the meso and micro 
narratives we see elsewhere in a given polity. Such a grand conception is 
notoriously hard to measure, but we believe macro-​level NPF studies will 
come from narrative treatments of historical events over time (e.g., Büthe, 
2002), through the examination of historical archives and the like.

Analyzing Narrative Data

What Analytic Technique to Use?

Many NPF researchers rely heavily on statistical data analysis to test hypoth-
eses derived from their research questions. In doing so, they utilize various 
statistics and related analytical methods including, but not confined to, 
simple descriptive statistics (frequencies, probability density, central ten-
dency measures, dispersion measures, etc.), the examination of group mean 
difference (two sample t-​test, analysis of variance [ANOVA], etc.), relational 
analysis (crosstab with chi-​square test, correlation analysis, etc.), more pre-
dictive tools (regression analysis, causal mediation analysis, Bayesian posterior 
simulation, topic modeling, etc.), and applied network analysis. Of course, 
you, as a researcher, need to choose appropriate statistics and data analytics 
based upon the kind of research question and hypothesis being asked and 
tested, and the nature of data, variables, and measures being used in your 
research. To help you make this decision, we offer a general discussion of sev-
eral statistical approaches found within NPF research. We acknowledge that 
there are many more analytical tools—​both qualitative and quantitative—​
that are not covered here and yet are also appropriate for NPF research. 
For those interested in in-​depth discussions of applying both qualitative and 
quantitative analytic techniques, we recommend consulting additional texts 
dedicated to such discussions (e.g., Agresti, 2018; Miles et al., 2018).

Descriptive Statistics

What are the primary considerations when you conduct univariate analysis 
with descriptive statistics in your NPF research? First, it is important to be 
transparent about your data source and related data collection protocols (e.g., 
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Shanahan et al., 2008, p. 123). Second, examining descriptive statistics of your 
data is a critical first step of your overall data analysis, as it will help you under-
stand distributional characteristics of the key variables. This understanding 
can in turn guide you to the appropriate follow-​up statistical analysis and 
the proper interpretation of related analytical results (e.g., Shanahan, Adams 
et al., 2014, p. 77). Finally, visualizing univariate distributions of your data 
and variables, using graphical tools, can be extremely effective, not only in 
terms of communicating your data but also in terms of capturing important 
patterns or trends that might be missed when data are presented in typical 
tabular forms (e.g., Shanahan et al., 2013, pp. 464–​465 and p. 470).

Relational Statistics, Differences of Means, and Predictive Tools

Much meso-​level NPF research uses content analysis-​based coded narrative 
data, mainly consisting of nominal and ordinal scale variables. When exam-
ining hypothesized relationships between variables of this sort, where policy 
narrative is a primary concern, NPF researchers typically employ non-
parametric statistics, such as chi-​square (e.g., Crow and Berggren, 2014) or 
chi-​square with odds ratios (e.g., McBeth et al., 2007). When using interval 
scale variables, such as narrativity (e.g., McBeth et al., 2012), raw count of 
narrative elements (e.g., Shanahan, Adams et al., 2014), measures of policy 
beliefs derived from content coded narrative elements (e.g., McBeth et al., 
2005), or from survey data such as a narrative index measure computed 
from multiple survey items, parametric statistical analysis can be utilized (e.g., 
McBeth et al., 2012).

Group mean difference test (two sample t-​test, ANOVA, etc.), for instance, 
is often used when examining the similarities or differences in interval scale 
narrative component measures within and between advocacy coalitions in 
a given policy subsystem (Shanahan et al., 2013) or when analyzing the 
interval scale changes to outcome variables as a result of discrete narrative 
intervention or stimulus (Shanahan, Adams et al., 2014). Of course, bivariate 
correlation analysis is useful in investigating the relationship between two 
interval scale NPF variables as well.

A growing number of NPF researchers utilize various regression-​based 
techniques while modeling narrative components and strategies as inde-
pendent variables in their regression equations. For instance, ordinary least 
squares (OLS) regression estimation is implemented while public opinion or 
risk perception is regressed on narrative elements (Shanahan, Adams et al., 
2014) or strategies (Jones, 2014a). Probit regression analysis has also been 
conducted to investigate why and how various stakeholders select a certain 
type of policy narrative or a science statement as a preferred method of their 
public communications (Lybecker, McBeth, and Stoutenborough, 2016).

More recently, causal mediation analysis has been utilized to untangle 
more complex multilayered structural relationships between policy narratives, 
narrative elements, and policy outcomes in micro-​level narrative cognition 
research (Guenther and Shanahan, 2020; Zanocco et al., 2018). Bayesian 
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posterior simulations have also been employed to maximize the utility and 
interpretability of OLS regression-​based causal inferences regarding triadic 
relationships among important narrative and policy outcome variables while 
more explicitly addressing uncertainties surrounding related estimations 
derived from micro-​level experimental narrative cognition data (Jorgensen 
et al., 2018).

Network Analysis

Networks are a way of conceptualizing, visualizing, and understanding 
various relationships and interactions among nodes within a system 
(Borgatti, Everett, and Johnson, 2018). Nodes have definable characteristics 
or attributes and are directly or indirectly linked to other nodes through ties, 
also variously specified. What these nodes are in NPF studies can be any-
thing from actors with coalitions or groups to elements of policy narratives 
(e.g., Heikkila et al., 2014). Studying these nodes and their linkages has 
proven useful for NPF researchers. A fairly recent NPF network application 
analyzed meso-​level narrative networks for similarity within coalitions and 
dissimilarity between coalitions, in terms of the use of narrative elements 
(Smith-​Walter et al., 2019). Similarly, Weible et al. (2016) applied network 
analyses to explore ties between narrative characters and actions. Relatedly, 
Jones and Song (2014) apply hierarchical cluster analysis to experimental 
micro-​level NPF data to examine how narrative elements are cognitively 
organized by individuals after they were exposed to narrative experimental 
treatments. Though it is currently in its infancy within the NPF research 
community, NPF researchers are increasingly finding these kinds of network 
techniques useful in illustrating and comparing policy narrative uses and 
distributions across different actors.

Big Data Analytics?

With the recent advancement in information and communication technolo-
gies, including digital devices, network infrastructure, and online platform 
developments, “big data” has become a crucial part of our daily lives, and big 
data analytics serves as an important analytical tool for data-​driven policy 
decision (McNeely and Hahm, 2014). Some policy researchers utilize big data 
analytics to extract value-​added information from a large volume of unstruc-
tured data of various types (e.g., number, image, audio, text) in an attempt 
to support better decision-​making (e.g., Guo and Vargo, 2015). However, 
its big data’s application to policy research in general and to NPF research 
in particular is still nascent and developing. We offer this commentary here 
because we believe that big data analytics are an important part of the NPF’s 
future. Though not yet fully realized, we believe that machine learning-​based 
large-​scale text analytics, holds promise. Considering the ubiquitous nature 
of text-​as-​data in policy process, NPF researchers can build massive text 
data from various “digital archives” (e.g., New York Times, Facebook, Twitter) 
using application user interfaces (APIs), preprocess the unstructured text 
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data to generate document-​term matrix (DTM) and document-​feature 
matrix (DFM) where narrative elements are important terms or features, 
and perform an automated content analysis-​based descriptive data analysis or 
structural topic modeling-​based explanatory data analysis depending on the 
research question or hypothesis. We expect that such innovations would play 
a substantial role in moving the framework toward prediction.

Future NPF Research

In this chapter, we have provided a “how to” guide for the NPF that takes 
the reader from theory to method. We realize that much of the guide is 
disproportionately about methods. Given the methodological emphasis of 
this chapter, we think it is necessary to point out that methodologies do 
not define NPF research nor in any way can they independently signal an 
NPF study. Rather, it is the understanding and acceptance of NPF’s theor-
etical assumptions (i.e., social constructions, bounded relativity, generalizable 
structural elements, levels of analysis, Homo narrans model of the individual), 
how those assumptions facilitate and allow for concept construction and 
validity, and how various methodologies attach to those concepts and the 
relationships between them, that define an NPF study. This, we think, is the 
most essential takeaway from this chapter.

As to future NPF research, we expect that research ventures following 
this guide will no doubt continue the tradition of scientific methodolo-
gies that are transparent, focused on replicability, and “clear enough to be 
wrong” (Sabatier, 2000 p. 137). And while there is room enough for add-
itional NPF hypotheses, we would like to nudge readers in the direction of 
testing and refining the framework’s existing hypotheses, as such testing and 
retesting is paramount to the development of scientific knowledge, espe-
cially if that attention manifests in comparative applications across diverse 
contexts. We also hope this chapter has helped show the continued need 
for the NPF to be methodologically pluralistic, as no one methodology 
has presented itself as singularly best at describing policy narratives nor at 
explaining their role in the policy process, across all contexts. Finally, in the 
process of presenting this chapter, we identified many puzzles and challenges 
for future NPF research: e.g., concept operationalizations, at different levels 
of analysis, big and small data, data formats, and so on. We hope you find our 
observations both interesting and useful, perhaps even to the extent that they 
help motivate your own research. We expect, however, that inquisitive and 
curious scholars will find their own lacunas in the literature, gaps in theory, 
and opportunities for methodical and operational innovations. Indeed, it is 
our sincerest hope that you will do just that.

Notes

	1	 A content analysis was conducted by multiple coders who read the articles and 
then answered questions about the article’s use of NPF concepts, levels of analysis, 
hypotheses tested, methodological approach, and statistical analyses. We would 
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like to thank Rachael Moyer and Briana Huett for their invaluable assistance in 
collecting and evaluating these articles.

	2	 Importantly, this assumption is built upon ten postulates that aggregate many 
scientific studies and theories from multiple academic fields. It is most often 
necessary to make this assumption at meso and macro levels, but aspects of the 
individual postulates are regularly tested and expanded upon in micro-​level NPF 
studies.

	3	 For integrating alternate epistemologies with the NPF, see Gray and Jones (2016) 
and Jones and Radaelli (2015).

	4	 We do not intend in any way to demean the work of those who have examined 
the macro level. Rather, we appreciate these studies as they are both laudable and 
provide critical insights into what the next steps ought to be.
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Table 6A.1  NPF concepts and corresponding literature

ID
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Chart)

NPF Concept Literature

Set #1 Policy   
Narrative

Shanahan, Jones, McBeth, and Lane 2013, p. 457 (but, 
see Weible , Olofsson, Costie, Katz, and Heikkila, 
2016 for an alternative formulation)

Narrativity Boscarino, 2018; Brewer, 2020; Crow and Berggren, 
2014; Crow and Lawlor, 2016; Crow and Wolton, 
2020; Fløttum and Gjerstad, 2017; Huda, 2018; 
Merry, 2016; Shanahan, Jones, McBeth, and Lane, 
2013; Shanahan, Raile, French, and McEvoy, 2018

Narrative Form
Characters

Set #2 Hero Beck, 2018; Blair and McCormack, 2016; Boscarino, 
2018, 2020; Bragg and Soler, 2017; Brewer, 2019, 
2020; Ceccoli, 2019; Clemons, McBeth, and Kusko, 
2012; Crow, Berggren, Lawhon, Koebele, Kroepsch, 
and Huda, 2016; Crow and Berggren, 2014; Crow, 
Lawhon, Berggren, Huda, Koebele, and Kroepsch, 
2016; Crow and Lawlor, 2016; Crow and Wolton, 
2020; Ertas, 2015; Fløttum and Gjerstad, 2017; Gray 
and Jones, 2016; Guenther and Shanahan, 2020; 
Heikkila, Weible, and Pierce, 2014; Honeck, 2018; 
Huda, 2018, 2019; Husmann, 2015; Jones, 2014a, 
2014b, 2018; Jones Fløttum, and Gjerstad, 2017; 
Jones and McBeth, 2010; Jones and Peterson, 2017; 
Jones and Radaelli, 2015; Jones and Song 2014; Jones 
and Crow, 2017; Kear and Wells, 2014; Kirkpatrick, 
2017; Knackmuhs, Farmer, and Knapp, 2018, 2020; 
Laufer and Jones, 2021; Lawton and Rudd, 2014; 
Lebel and Lebel, 2018; Lybecker, McBeth, Husmann, 
and Pelikan, 2015; Lybecker, McBeth, Brewer, and 
De Sy, 2018; McBeth, Lybecker,  Stoutenborough, 
Davis, and Running, 2017; McBeth, Clemons, 
Husmann, Kusko, and Gaarden, 2013; McBeth and 
Lybecker, 2018; McBeth, Lybecker, and Husmann, 
2014; McBeth, Lybecker, and Stoutenborough, 
2016; McBeth, Shanahan, Anderson, and Rose 
2012;McBeth, Shanahan, Anderson, and Rose 2012; 
McBeth, Shanahan, Hathaway, Tigert, and Sampson, 
2010; McMorris, Zanocco, and Jones, 2018; Merry, 
2016, 2018; Merry, 2020; Mosley and Gibson, 
2017; Ney, 2014; Nisbett, 2017; O’Leary, Borland, 
Stockwell, and MacDonald, 2017; O’Donovan, 
2018; Olofsson,  Weible, Heikkila, and Martel, 2018; 
Peterson, 2018; Peterson, 2019; Price, 2019; Radaelli, 
Dunlop, and Fritsch, 2013; Raile, Shanahan, Ready, 
McEvoy, Izurieta, Reinhold, Poole,  Bergmann, and 
King 2022; Schlaufer, 2018; Shanahan, Adams, Jones, 
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and McBeth, 2014; Shanahan, Jones, and McBeth, 
2011; Shanahan, Jones, McBeth, and Lane, 2013; 
Shanahan, McBeth, and Hathaway, 2011; Shanahan, 
McBeth, Hathaway, and Arnell, 2008; Shanahan, 
Raile, French, and McEvoy, 2018; Smith-​Walter, 
2018; Smith-Walter, Jones, Shanahan, and Peterson 
2020; Smith-​Walter, Peterson, Jones, and Reynolds 
Marshall, 2016; Stephan, 2020; Veselkova, 2014; Weiss, 
2018; Zanocco, Song, and Jones, 2018

Set #3 Victim Beck, 2018; Blair and McCormack, 2016; Boscarino, 
2018, 2020; Bragg and Soler, 2017; Brewer, 2019, 
2020; Ceccoli, 2019; Clemons, McBeth, and Kusko, 
2012; Cline, 2015; Crow, Berggren, Lawhon, Koebele, 
Kroepsch, and Huda, 2016; Crow and Berggren, 
2014; Crow, Lawhon, Berggren, Huda, Koebele, and 
Kroepsch, 2017; Crow and Lawlor, 2016; Crow and 
Wolton, 2020; Ertas, 2015; Fløttum, and Gjerstad, 
2017; Gray and Jones, 2016; Guenther and Shanahan, 
2020; Heikkila, Weible, and Pierce, 2014; Honeck, 
2018; Huda, 2018, 2019; Husmann, 2015; Jones, 
2014b, 2018; Jones, Fløttum, and Gjerstad, 2017; Jones 
and McBeth, 2010; Jones and Peterson, 2017; Jones 
and Radaelli, 2015; Jones and Song, 2014; Jones and 
Crow, 2017; Kear and Wells, 2014; Kirkpatrick, 2017; 
Knackmuhs, Farmer, and Knapp, 2018, 2020; Laufer 
and Jones, 2021; Lawton and Rudd, 2014; Lebel 
and Lebel, 2018; Lybecker, McBeth, Husmann, and 
Pelikan, 2015; Lybecker, McBeth, and Kusko, 2013; 
Lybecker, McBeth, Brewer, and De Sy, 2018; McBeth, 
Lybecker, Stoutenborough, Davis, and Running, 
2017; McBeth, Clemons, Husmann, Kusko, and 
Gaarden, 2013; McBeth and Lybecker, 2018; McBeth, 
Lybecker, and Husmann, 2014; McBeth, Lybecker, and 
Stoutenborough, 2016; McBeth, Shanahan, Anderson, 
and Rose 2012; McBeth, Shanahan, Hathaway, 
Tigert, and Sampson, 2010; McMorris, Zanocco, 
and Jones, 2018; Merry, 2016, 2018; Merry, 2020; 
Mosley and Gibson, 2017; Ney, 2014; Nisbett, 2017; 
O’Leary, Borland, Stockwell, and MacDonald, 2017; 
O’Donovan, 2018; Olofsson, Weible, Heikkila, and 
Martel, 2018; Peterson, 2018; Peterson, 2019; Price, 
2019; Schlaufer, 2018; Shanahan, Adams, Jones, and 
McBeth, 2014; Shanahan, Jones, and McBeth, 2011; 
Shanahan, Jones, McBeth, and Lane, 2013; Shanahan, 
McBeth, and Hathaway, 2011; Shanahan, McBeth, 
Hathaway, and Arnell, 2008; Shanahan, Raile, French, 
and McEvoy, 2018; Smith-​Walter, 2018; Smith-Walter, 
Jones, Shanahan, and Peterson 2020; Smith-​Walter, 
Peterson, Jones, and Reynolds Marshall, 2016; Stephan, 
2020; Veselkova, 2014; Weiss, 2018
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Set #4 Villain Beck, 2018; Blair and McCormack, 2016; Boscarino, 
2018, 2020; Bragg and Soler, 2017; Brewer, 2019, 
2020; Ceccoli, 2019; Clemons, McBeth, and Kusko, 
2012; Cline, 2015; Crow, Berggren, Lawhon, 
Koebele, Kroepsch, and Huda, 2016; Crow and 
Berggren, 2014; Crow, Lawhon, Berggren, Huda, 
Koebele, and Kroepsch, 2017; Crow and Lawlor, 
2016; Crow and Wolton, 2020; Ertas, 2015; Fløttum 
and Gjerstad, 2017; Gray and Jones, 2016; Guenther 
and Shanahan, 2020; Heikkila, Weible, and Pierce, 
2014; Honeck, 2018; Huda, 2018, 2019; Husmann, 
2015; Jones, 2014a, 2014b, 2018; Jones, Fløttum, and 
Gjerstad, 2017;
Jones and McBeth, 2010; Jones and Peterson, 2017; 
Jones and Radaelli, 2015; Jones & Song, 2014; Jones 
and Crow, 2017; Jorgensen, Song, and Jones, 2018; 
Kear and Wells, 2014; Kirkpatrick, 2017; Knackmuhs, 
Farmer, and Knapp, 2018, 2020; Laufer and Jones, 
2021; Lawton and Rudd, 2014; Lebel and Lebel, 
2018; Lybecker, McBeth, Husmann, and Pelikan, 
2015; Lybecker, McBeth, Brewer, and De Sy, 2018; 
Lybecker, McBeth, and Kusko, 2013; McBeth, 
Lybecker, Stoutenborough, Davis, and Running, 
2017; McBeth, Clemons, Husmann, Kusko, and 
Gaarden, 2013; McBeth and Lybecker, 2018; McBeth, 
Lybecker, and Husmann, 2014; McBeth, Lybecker, and 
Stoutenborough, 2016; McBeth, Shanahan, Hathaway, 
Tigert, and Sampson, 2010; McBeth, Shanahan, 
Anderson, and Rose 2012; McMorris, Zanocco, 
and Jones, 2018; Merry, 2016, 2018; Merry, 2020; 
Mosley and Gibson, 2017; Ney, 2014; Nisbett, 2017; 
O’Leary, Borland, Stockwell, and MacDonald, 2017; 
O’Donovan, 2018; Olofsson, Weible, Heikkila, and 
Martel, 2018; Peterson, 2018;  Peterson, 2019; Price, 
2019; Radaelli, Dunlop, and Fritsch, 2013; Schlaufer, 
2018; Shanahan, Adams, Jones, and McBeth, 2014; 
Shanahan, Jones, and McBeth, 2011; Shanahan, Jones, 
McBeth, and Lane, 2013; Shanahan, McBeth, and 
Hathaway, 2011; Shanahan, McBeth, Hathaway, and 
Arnell, 2008; Shanahan, Raile, French, and McEvoy, 
2018; Smith-​Walter, 2018; Smith-Walter, Jones, 
Shanahan, and Peterson 2020; Smith-​Walter, Peterson, 
Jones, and Reynolds, Marshall, 2016; Stephan, 2020; 
Veselkova, 2014; Weiss, 2018; Zanocco, Song, and Jones, 
2018

Set #5 Ally Boscarino, 2020; Merry, 2016
Set #6 Opponent Merry, 2016
Set #7 Beneficiary Huda, 2018, 2019; Laufer and Jones, 2021; 

O’Donovan, 2018; Weible, Olofsson, Costie, Katz, 
and Heikkila, 2016
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Set #8 Story of Decline Cline, 2015; Dupuis, 2018; Gray and Jones, 2016; 
Lawton and Rudd, 2014; McBeth, Lybecker, 
Stoutenborough, Davis, and Running, 2017; 
McBeth, Clemons, Husmann, Kusko, and Gaarden, 
2013; McBeth, Lybecker, and Stoutenborough, 
2016; McBeth, Shanahan, Anderson, and Rose 2012; 
O’Donovan, 2018; Olofsson, Weible, Heikkila, and 
Martel, 2018; Peltomaa, Hildén, and Huttunen, 
2016; Schlaufer, 2018; Shanahan, Jones, McBeth, and 
Lane, 2013; Shanahan, McBeth, and Hathaway, 2011; 
Veselková, 2014; Weiss, 2018

Set #9 Stymied Progress Gray and Jones, 2016; Lawton and Rudd, 2014; 
McBeth, Clemons, Husmann, Kusko, and Gaarden, 
2013; McBeth, Shanahan, Anderson, and Rose 2012; 
O’Donovan, 2018; Peltomaa, Hildén, and Huttunen, 
2016; Shanahan, McBeth, and Hathaway, 2011; 
Weiss, 2018; Jones, 2014a; Jones, 2014b; Jones and 
Song, 2014

Set #10 Change is only 
an Illusion

McBeth, Shanahan, Anderson, and Rose 2012; 
O’Donovan, 2018; Weiss, 2018; Schlaufer, 2018; 
Lybecker, McBeth, and Kusko, 2013

Set #11 Helplessness and 
Control

O’Donovan, 2018; Weiss, 2018; Schlaufer, 2018; Gray 
and Jones, 2016; McBeth, Clemons, Husmann, 
Kusko, and Gaarden, 2013; McBeth, Shanahan, 
Anderson, and Rose 2012; Shanahan, Jones, McBeth, 
and Lane, 2013; Mosley, and Gibson, 2017

Set #12 Conspiracy McBeth, Shanahan, Anderson, and Rose 2012; 
O’Donovan, 2018; Weiss, 2018

Set #13 Blame the 
Victim

McBeth, Shanahan, Anderson, and Rose 2012; 
O’Donovan, 2018; Weiss, 2018; Knackmuhs, Farmer, 
and Knapp, 2020; Lebel and Lebel, 2018

Set #14 Beginning/​
Middle/​End

Boscarino, 2018; Jones, Fløttum, and Gjerstad, 2017; 
Jones and Song, 2014; Honeck, 2018; Nisbet, 2017; 
Shanahan, Adams, Jones, and McBeth, 2014

Set #15 Villain Intention Crow, Lawhon, Berggren, Huda, Koebele, and 
Kroepsch, 2017

Set #16 Threats and 
Opportunities

O’Leary, Borland, Stockwell, and MacDonald 2017

Set #17 Stories of 
Disorientation

Dupuis, 2018

Set #18 Problem 
Definition

Crow, Lawhon, Berggren, Huda, Koebele, and 
Kroepsch, 2017; Jones and Crow, 2017; Kear and 
Wells, 2014, and Price, 2019

Set #19 Other Beck, 2018; Boscarino, 2020; Crow and Lawlor, 2016; 
Jones, 2018; Jones and Peterson, 2017; Jones and 
Radaelli, 2015; Lawlor and Crow, 2018; McBeth, 
Shanahan, Anderson, and Rose 2012; O’Donovan, 
2018; Radaelli, Dunlop, and Fritsch, 2013; Shanahan, 
Adams, Jones, and McBeth, 2014; Kirkpatrick, 2017
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Set #20 Geography Boscarino, 2020;Brewer, 2019; Dupuis, 2018; Jones and 
Peterson, 2017; Jones and Radaelli, 2015; Jones and 
Song, 2014; Jones, 2014a; Jones, 2018; Jones, Fløttum, 
and Gjerstad, 2017; Knackmuhs, Farmer, and Knapp, 
2018, 2020; Lawton and Rudd, 2014; McBeth and 
Lybecker, 2018; McMorris, Zanocco, and Jones, 
2018; O'Leary, Borland, Stockwell, and MacDonald, 
2017; Olofsson, Weible, Heikkila, and Martel, 2018; 
Shanahan, Adams, Jones, and McBeth, 2014; Shanahan, 
Raile, French, and McEvoy, 2018; Smith-​Walter, 
Peterson, Jones, and Reynolds Marshall, 2016

Set #21 Legal/​
Constitutional 
Frameworks

Boscarino, 2020; Brewer, 2019; Dupuis, 2018;  Gray 
and Jones, 2016; Jones and Peterson, 2017; Jones 
and Radaelli, 2015; Jones, 2014a; Jones, 2018; Jones, 
Fløttum, and Gjerstad, 2017; McMorris, Zanocco, 
and Jones, 2018; O'Leary, Borland, Stockwell, and 
MacDonald, 2017; Smith-​Walter, Peterson, Jones, 
and Reynolds Marshall, 2016

Set #22 Resources Boscarino, 2020; Brewer, 2019; Knackmuhs, Farmer, 
and Knapp, 2018; Laufer and Jones, 2021; Mosley, 
and Gibson, 2017; Husmann, 2015

Set #23 Demographics Boscarino, 2020; Brewer, 2019; Husmann, 2015; Dupuis, 
2018; Smith-​Walter, Peterson, Jones, and Reynolds 
Marshall, 2016; Jones, Fløttum, and Gjerstad, 2017; 
McMorris, Zanocco, and Jones, 2018; Kirkpatrick, 2017

Set #24 Evidence Crow, Berggren, Lawhon, Koebele, Kroepsch, and Huda, 
2016; Eide and Søreide, 2014; Jones and Crow, 2017; 
Jones and Radaelli, 2015; Jones and Song, 2014; Jones, 
2014a; Jones, 2014b; Jones, 2018; Lawlor and Crow, 
2018; Lawton and Rudd, 2016; McBeth and Lybecker, 
2018; Merry, 2016; Mosley, and Gibson, 2017; 
O’Donovan, 2018; Radaelli, Dunlop, and Fritsch, 2013; 
Schlaufer, 2018; Shanahan, Jones, McBeth, and Lane, 
2013; Smith-​Walter, Peterson, Jones, and Reynolds 
Marshall, 2016

Set #25 Policy Domain Beck, 2018; Ceccoli, 2019; Ertas and McKnight, 2020; 
Gray and Jones, 2016; Jones, 2018; Kirkpatrick, 
2017; Lawton and Rudd, 2014; Lebel and Lebel, 
2018; McBeth and Lybecker, 2018; McBeth, 
Lybecker, Stoutenborough, Davis, and Running, 
2017; Merry, 2018; O'Leary, Borland, Stockwell, 
and MacDonald, 2017; O’Donovan, 2018; Olofsson, 
Weible, Heikkila, and Martel, 2018

Set #26 Science/​Facts Beck, 2018; Clemons, McBeth, Peterson, and Palmer, 
2019; Jones, 2014b; Jones and Radaelli, 2015; 
Shanahan, McBeth, and Hathaway 2011

Set #27 Culture Dupuis, 2018; Huda, 2019; Ney, 2014
Set #28 Others Gottlieb, Oehninger, and Arnold 2018; Honeck, 2018; 

Peltomaa, 2018; Shanahan, Jones, McBeth, and 
Radaelli, 2018; Weiss, 2018
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Moral of the Story

Set #29 Policy Solution Crow, Lawhon, Berggren, Huda, Koebele, Kroepsch, 
2017; Dupuis, 2018; Ertas and McKnight, 2020; Gray 
and Jones, 2016; Heikkila, Weible, and Pierce, 2014; 
Honeck, 2018; Husmann, 2015; Jones and Crow, 
2017; Jones and McBeth, 2010; Jones and Peterson, 
2017; Jones and Radaelli, 2015; Jones and Song, 
2014; Jones, 2014a; Jones, 2014b; Jones, 2018; Jones, 
Fløttum, and Gjerstad, 2017; Jorgensen, Song, and 
Jones, 2018; Kirkpatrick, 2017; Knackmuhs, Farmer, 
and Knapp, 2018; Lawlor and Crow, 2018; Lawton 
and Rudd, 2014; Lebel and Lebel, 2018; Lybecker, 
McBeth, and Kusko,  
2013; McBeth and Lybecker, 2018; McBeth, 
Clemons, Husmann, Kusko, and Gaarden, 2013; 
McBeth, Lybecker, and Stoutenborough, 2016; 
McBeth, Lybecker, Stoutenborough, Davis, and 
Running, 2017; McGough, Bedell, and Tinkler, 
2018; McMorris, Zanocco, and Jones, 2018; Merry, 
2016; Mosley, and Gibson, 2017; Ney, 2014; O'Leary, 
Borland, Stockwell, and MacDonald, 2017; McBeth, 
Shanahan, Anderson, and Rose 2012; O’Donovan, 
2018; Schlaufer, 2018; Shanahan, Adams, Jones, 
and McBeth, 2014; Shanahan, Jones, and McBeth, 
2011; Shanahan, Jones, McBeth, and Lane, 2013; 
Shanahan, McBeth, and Hathaway, 2011; Smith-
Walter, Jones, Shanahan, and Peterson 2020; Smith-​
Walter, Peterson, Jones, and Reynolds Marshall, 
2016; Veselková, 2014; Zanocco, Song, and Jones, 
2018; Lawhon, Koebele, Kroepsch, and Huda, 2017

Set #30 Call to Action Beck, 2018; Brewer, 2020; Jones and McBeth, 2010; 
Jones, 2018

Set #31 Moral Lesson Jones and Radaelli, 2015; Jones, 2014a; Kirkpatrick, 
2017; Schwartz, 2019

Narrative Content
Narrative Strategies

Causal Mechanisms Beck, 2018; Bragg and Soler, 2017; Ceccoli, 2019; 
Clemons, McBeth, Kusko, 2012; Crow and 
Berggren, 2014; Crow, Berggren, Lawhon, Koebele, 
Kroepsch, and Huda, 2016; Dupuis, 2018; Ertas and 
McKnight, 2020; Gray and Jones, 2016; Husmann, 
2015; Jones, 2014a; Jones, 2014a; Jones, 2018; Jones, 
Fløttum, and Gjerstad, 2017; Jorgensen, Song, and 
Jones, 2018; Lawton and Rudd, 2014; Lawton and 
Rudd, 2016; Lybecker, McBeth, Husmann, and 
Pelikan, 2015; McBeth, Clemons, Husmann, Kusko, 
and Gaarden, 2013; McBeth, Shanahan, Anderson, 
and Rose 2012; 
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Merry, 2018; Merry, 2019; Ney, 2014; O’Donovan, 
2018; Olofsson, Weible, Heikkila, and Martel, 2018; 
Peterson, 2018; Price, 2019; Shanahan, Adams, 
Jones, and McBeth, 2014; Shanahan, Jones, and 
McBeth, 2011; Shanahan, Jones, McBeth, and Lane, 
2013; Smith-Walter, Jones, Shanahan, and Peterson 
2020; Smith-​Walter, Peterson, Jones, and Reynolds 
Marshall, 2016; Veselková, 2014

Cost-​Benefit Blair and McCormack, 2016; Brewer, 2019; Cline, 
2015; Crow, Lawhon, Berggren, Huda, Koebele, 
Kroepsch, 2017; Heikkila, Weible, and Pierce, 
2014; Huda, 2018; Jones and McBeth, 2010; Kear 
and Wells, 2014; McBeth, Shanahan, Arnell, and 
Hathaway, 2007; McBeth, Shanahan, Hathaway, 
Tigert, and Sampson, 2010; Mosley, and Gibson, 
2017; Peltomaa, Hildén, and Huttunen, 2016; 
Schlaufer, 2018; Stephan, 2020; Weiss, 2018

Devil Shift Brewer, 2019; Brewer, 2020; Chang and Koebele 
2020; Crow and Berggren, 2014; Crow, Lawhon, 
Berggren, Huda, Koebele, Kroepsch, 2017; Gottlieb, 
Oehninger, and Arnold, 2018; Heikkila, Weible, and 
Pierce, 2014; Jones and McBeth, 2010; Jones and 
Peterson, 2017; Jones, 2018; Lebel and Lebel, 2018; 
McBeth and Lybecker, 2018; Merry, 2016; Merry, 
2019; Merry, 2020; Schlaufer, 2018; Smith-​Walter, 
Peterson, Jones, and Reynolds Marshall, 2016; 
Stephan, 2020

Angel Shift Brewer 2020; Chang and Koebele 2020; Crow and 
Berggren, 2014; Crow, Lawhon, Berggren, Huda, 
Koebele, Kroepsch, 2017; Gottlieb, Oehninger, and 
Arnold, 2018; Heikkila, Weible, and Pierce, 2014; 
Jones and Radaelli, 2015; Jones, 2018; Lebel and 
Lebel, 2018; Merry, 2016; Merry, 2019; Merry, 2020; 
Mosley, and Gibson, 2017; Ney, 2014; Schlaufer, 
2018; Shanahan, Jones, McBeth, and Lane, 2013; 
Smith-​Walter, Peterson, Jones, and Reynolds 
Marshall, 2016; Stephan, 2020

Winning/​Losing Boscarino, 2020; Brewer, 2019; Brewer, 2020; Crow 
and Berggren, 2014; Chang and Koebele 2020; 
Crow, Lawhon, Berggren, Huda, Koebele, Kroepsch, 
2017; Gottlieb, Oehninger, and Arnold, 2018; Gupta, 
Ripberger and Collins, 2014; Gupta, Ripberger, and 
Wehde, 2018; Heikkila, Weible, and Pierce, 2014; 
Huda, 2018; Jones and McBeth, 2010; Jones and 
Radaelli, 2015; Jones, 2018; Kear and Wells, 2014; 
Lebel and Lebel, 2018; Lybecker, McBeth, Husmann, 
and Pelikan, 2015; McBeth, Shanahan, Arnell, and 
Hathaway, 2007; McBeth, Shanahan, Hathaway, 
Tigert, and Sampson, 2010; Merry, 2016; Merry, 
2019; Mosley, and Gibson, 2017; Ney, 2014; Price, 
2019; Schlaufer, 2018; 
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Shanahan, Adams, Jones, and McBeth, 2014; 
Shanahan, Jones, and McBeth, 2011; Shanahan, Jones, 
McBeth, and Lane, 2013; Shanahan, McBeth, and 
Hathaway, 2011; Shanahan, McBeth, Hathaway, and 
Arnell, 2008; Stephan, 2020; Veselková, 2014

Scope of Conflict Boscarino, 2018; Boscarino, 2020; Brewer, 2019; 
Brewer, 2020; Crow and Berggren, 2014; Crow, 
Lawhon, Berggren, Huda, Koebele, Kroepsch, 
2017; Gupta, Ripberger and Collins, 2014; Jones 
and McBeth, 2010; Jones and Radaelli, 2015; 
Jones, 2018; Kear and Wells, 2014; McBeth, 
Lybecker, Stoutenborough, Davis, and Running, 
2017; McBeth, Shanahan, Arnell, and Hathaway, 
2007; McBeth, Shanahan, Hathaway, Tigert, and 
Sampson, 2010; Merry, 2016; Merry, 2018; Merry, 
2019; Ney, 2014; Radaelli, Dunlop, and Fritsch, 
2013; Shanahan, Adams, Jones, and McBeth, 2014; 
Shanahan, Jones, and McBeth, 2011; Shanahan, 
Jones, McBeth, and Lane, 2013; Smith-​Walter, 
Peterson, Jones, and Reynolds Marshall, 2016; 
Stephan, 2020; Veselková, 2014; Weiss, 2018

Other Beck, 2018; Boscarino, 2020; Brewer, 2020; Colville, 
2019; Crow and Lawlor, 2016; Honeck, 2018; Huda, 
2018; Irvin, 2019; Kear and Wells, 2014; Knackmuhs, 
Farmer, and Knapp, 2018; Lebel and Lebel, 2018; 
McBeth and Lybecker, 2018; McBeth, Clemons, 
Husmann, Kusko, and Gaarden, 2013; McBeth, 
Shanahan, Arnell, and Hathaway, 2007; McGough, 
Bedell, and Tinkler, 2018; Sievers and Jones, 2020; 
Smith-​Walter, 2018; Veselková, 2014

Belief Systems

ACF Policy Beliefs Dupuis, 2018; Ertas, 2015; Gupta, Ripberger, and 
Collins, 2014; Kear and Wells, 2014; Lawton 
and Murray, 2014; Mosley and Gibson, 2017; 
O’Donovan, 2018; O’Leary, Borland, Stockwell, and 
MacDonald, 2017

Ideology Clemons, McBeth, Peterson, and Palmer, 2019; 
Cristoforetti and Querton, 2018; Crow and Lawlor, 
2016; Jones and Crow, 2017; Jones and McBeth, 
2010; Jones and Peterson, 2017; Jones and Radaelli, 
2015; Jones, 2018; Peterson, 2018; Schlaufer, 2018; 
Shanahan, Jones, and McBeth, 2011
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7	� Innovation and Diffusion
Connecting Theory and Method

Andrew Karch

Introduction

The expansive scholarly literature on innovation and diffusion reaches across 
numerous disciplines and virtually every subfield of political science (Rogers 
1995; Graham, Shipan, and Volden 2013). It is sometimes linked to Galton’s 
problem, which explains that the widespread adoption of a specific form, 
institution, or policy cannot automatically be attributed to functional exi-
gencies. Instead, this outcome might result from interdependencies among the 
adopters who influence, and are influenced by, one another. Scholars of inter-
national relations, comparative politics, and American politics use several dis-
tinct terms to refer to interjurisdictional interactions, such as policy transfer, 
harmonization, and convergence. These differences in terminology mask a 
shared interest in similar research questions, mechanisms, and concepts. The 
diverse strands of the diffusion literature differ in important ways,1 but this 
chapter will treat them as complementary and emphasize areas of overlap.

The possibility of diffusion poses a fundamental challenge to correlational 
analysis, which requires that each case be independent of every other case. In 
contrast, diffusion scholars posit that interdependencies among units are part 
and parcel of the policy process. Can change be attributed to the impact of 
forces within the jurisdiction, to the influence of other units within the pol-
itical or social system, or to some combination of the two? Teasing out the 
respective impact of internal and external forces is both a conceptual and an 
empirical challenge (Volden, Ting, and Carpenter 2008).

As scholars gravitated toward the “unified model of government innov-
ation” (Berry and Berry 2018), they sought a quantitative approach that 
could acknowledge and identify a range of potential influences on the 
adoption decision. The introduction of event history analysis (EHA), which 
can accommodate internal and external factors in a single model (Berry 
and Berry 1990, 1992), sparked remarkable growth in published diffusion 
research. EHA and related approaches, such as pooled EHA (PEHA) and 
dyadic EHA, continue to be used widely. The mechanics of these approaches 
have been described in detail elsewhere (Box-​Steffensmeier and Jones 1997, 
2004; Volden 2006; Boehmke 2009a, 2009b; Kreitzer and Boehmke 2016; 
Buckley and Westerland 2004; Mooney 2020; LaCombe and Boehmke 
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2020). The first section of this chapter will provide a brief overview of these 
quantitative methods and discuss their respective strengths and limitations; 
it will also describe inferred network analysis, a relatively new approach to 
studying the diffusion process (Desmarais, Harden, and Boehmke 2015).

The second section of this chapter will focus on the methodological 
implications of recent conceptual innovations in the study of policy 
diffusion. Most recent research does not simply ask whether diffusion 
occurred. It also asks why these interdependencies exist, focusing on diffusion 
“mechanisms” like learning, imitation, and competition (Shipan and Volden 
2008; Maggetti and Gilardi 2016). This constructive turn has produced a 
better understanding of the conditions under which developments in one 
jurisdiction might be affected by what has happened elsewhere, but it poses 
significant methodological challenges. Identifying the presence of a mech-
anism “requires careful thinking about how theoretical concepts map onto 
measures and which methods provide the most appropriate features for esti-
mating them” (LaCombe and Boehmke 2020, 324). Scholars disagree on 
the best way to measure specific mechanisms. Even when they use the same 
measures, they sometimes disagree on how to interpret them. Resolving 
these disagreements will be essential to further conceptual development. In 
the words of Berry and Berry (2018, 279–​280), “Developing methods for 
detecting the presence of specific mechanisms—​thereby allowing our tools 
for empirical analysis to catch up with advances in theory—​is the most 
important task on the agenda of scholars of policy innovation and diffusion.” 
Multimethod research designs that incorporate quantitative and qualita-
tive evidence offer one promising way to assess whether and how specific 
mechanisms influence the diffusion process.

The third section of this chapter examines forces that operate in mul-
tiple jurisdictions and transport innovations from one site to another. These 
“innovation vectors” may be responsible for the interdependencies that 
represent a diffusion episode. They include policy entrepreneurs, professional 
associations and interest groups, and mass media (Skocpol et al. 1993; Hays 
and Glick 1997; Mintrom 1997; Balla 2001; Boushey 2010; Finger 2018; 
Yi, Berry, and Chen 2018; Bromley-​Trujillo and Karch 2021; Yu, Jennings, 
and Butler 2020). Canonical theories of the policy process—​policy feedback 
theory, punctuated equilibrium theory, the advocacy coalition framework, 
and others—​highlight the potential influence of these political forces, even if 
they do not refer to them as vectors. Identifying their impact poses analytical 
challenges; responding to those challenges will enable diffusion scholars to 
develop a more comprehensive understanding of the policy process and of 
interdependencies among jurisdictions.

The fourth section of this chapter highlights a long-​standing limitation of 
policy diffusion research, namely, its focus on the adoption decision. While 
this emphasis has contributed to many conceptual and methodological 
advancements, it also leaves several important questions unasked. The result 
is a scholarly literature that mostly emphasizes widely adopted innovations 
at the expense of diffusion “failures” (but see Myers 2018) fails to consider 
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how the existence of a policy in one jurisdiction might make its adoption 
elsewhere less likely and does not acknowledge how innovations vary across 
the jurisdictions in which they exist. These limitations are significant because 
they represent additional ways that external forces can foster interdepend-
encies. Thus, they are also missed opportunities for theory development and 
the advancement of hypotheses about the conditions under which specific 
mechanisms and vectors are likely to be impactful.

In sum, there is a tight relationship between theory and method in the 
study of innovation and diffusion. The interdependencies at the heart of a 
diffusion episode might even be described as a methodological challenge 
to be resolved. Over the years, political scientists have developed several 
ways to address this challenge while simultaneously embracing conceptual 
advancements that explain why developments in one jurisdiction might 
affect what happens elsewhere. These conceptual advancements, particu-
larly the heightened focus on diffusion mechanisms, raise their own set of 
measurement and other challenges. This chapter will conclude by identifying 
several avenues for future research that will help this expansive scholarly lit-
erature maintain its forward momentum.

Common Quantitative Approaches

In his seminal article on the diffusion of policy innovations among the 
American states, Jack Walker (1969, 881–​882) tells the story of the California 
fair trade law of 1931. Ten of the 20 states that enacted their own versions 
of the law copied “two serious typographical errors” that appeared in the 
California statute. These errors provide incontrovertible evidence of a  
diffusion episode in which legislation was affected by developments in other 
jurisdictions. This sort of evidence is exceedingly rare, however. It is far 
more common for diffusion scholars to simply have a list of jurisdictions 
that adopted the same innovation. Their analytical challenge is to ascer-
tain whether this overlap results from common needs, interjurisdictional 
interactions, or some combination of the two. Standard correlational models 
are not well suited to this task because they require that each case be inde-
pendent of every other case. In contrast, the concept of diffusion highlights 
the interactions and prioritizes the interdependencies that conventional 
quantitative methods largely assume away (Mooney 2020).

Timing and sequence are central to theories of diffusion, which poses 
another analytical challenge. The fact that a jurisdiction adopted an innov-
ation that already existed elsewhere does not definitively demonstrate that 
diffusion occurred. The second adoption could be motivated by internal 
factors rather than external pressures. Parametric survival models are ideal 
for analyses that have a temporal component because they account for time, 
rather than controlling for it as a nuisance (Box-​Steffensmeier and Jones 
1997, 2004). These models take various forms, including discrete time models 
that employ logistic regression and Cox proportional hazard models. They 
employ exponential distributions and Weibull distributions. In addition, 
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diffusion scholars use different strategies to account for duration dependence 
and the passage of time, including annual dummy variables, nonlinear trend 
variables, and cubic splines (Beck, Katz, and Tucker 1998; Mooney 2001; 
Buckley and Westerland 2004).

Since the early 1990s, EHA has been the dominant quantitative approach 
in diffusion research. It responds reasonably effectively to the above concerns, 
thereby enabling scholars to examine the impact of external forces—​such as 
the existence of an innovation in a neighboring jurisdiction—​while control-
ling for the jurisdiction’s political and economic environment and accom-
modating longitudinal variation in these factors. Early applications of EHA 
to diffusion research sparked a flurry of studies relying on the technique, 
especially in the context of the American states (Pavalko 1989; Berry and 
Berry 1990, 1992).

Initially, most EHA-​based diffusion studies examined a single innovation 
and evaluated whether external factors were influential in that specific case. 
The single-​innovation approach suffers from two methodological drawbacks 
that Christopher Z. Mooney (2020, 52) labels “sample bias and heteroge-
neous processes.” Sample bias implies that the trajectory of a single innov-
ation may not be representative of all innovations or even of a broader class 
of innovations. Drawing inferences or making broad generalizations based on 
a single case is therefore inappropriate, especially since diffusion is a hetero-
geneous process that occurs for multiple reasons. The recent turn to diffusion 
mechanisms, described in the next section, highlights this heterogeneity, but 
it has long been part of the scholarly literature (Gray 1973).

PEHA, which allows scholars to assess many innovations simultan-
eously, emerged partly in response to concerns about sample bias. It “allows 
researchers to study the effects of variables across multiple [innovations] by 
stacking the data and estimating the parameters in a single model” (Boehmke 
and Kreitzer 2016, 121). Scholars of American politics have applied PEHA 
to numerous policy domains (Shipan and Volden 2006, 2008; Makse and 
Volden 2011; Kreitzer 2015; Boushey 2016), and it also has been used to 
examine specific policy tools like interstate compacts (Karch et al. 2016). 
PEHA begins to address concerns about sample bias even though it cannot 
eliminate it; there is no guarantee that any set of innovations, no matter 
how large, is representative of the entire universe. The downside of the 
data-​stacking process, however, is that it effectively assumes that the impact 
of a given variable is constant across innovations. This assumption violates 
the notion that diffusion is a heterogeneous process that is associated with 
different mechanisms and vectors.2

Another common response to the issue of sample bias has been to collect 
adoption data for ever larger samples of innovations. In the context of the 
American states, the State Policy Innovation and Diffusion (SPID) database 
is the most ambitious of these efforts (Boehmke et al. 2020). It contains 
adoption data for 728 policy innovations that are coded by topic area. 
Similarly, the policy diffusion results (PDR) database attempts to facilitate 
the drawing of generalizations by compiling the results from every EHA 
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model of policy diffusion among the American states that was published 
from 1990 to 2018 (Mallinson 2020). It is well suited to meta-​analyses of 
specific factors that appear frequently in existing research, both internal 
correlates of adoption and proxies for interdependencies.

In addition to drawing on larger databases of innovations, diffusion scholars 
increasingly embrace another quantitative approach—​dyadic EHA—​that 
responds directly to the conceptual issues at the heart of the scholarly litera-
ture. Conventional EHA models are monadic, examining adoption patterns 
in an individual jurisdiction in the context of what all the other jurisdictions 
in the system have done. However, diffusion is a relational process in which 
officials are drawn to specific models. By using the dyad-​year as the unit 
of analysis (Volden 2006; Nicholson-​Crotty and Carley 2016; Yu, Jennings, 
and Butler 2020) and limiting observations to instances in which there is 
a possible interdependency (Boehmke 2009b), dyadic EHA can assess the 
impact of specific mechanisms and vectors. However, it imposes a trade-​off 
because it requires precise theorizing and measurement of interjurisdictional 
interactions. As a result, dyadic EHA often appears in studies of a single 
innovation or policy domain, raising questions about sample bias and 
external validity.

Network inference provides another way to model the transmission of 
information and ideas in the diffusion process (Desmarais, Boehmke, and 
Harden 2015). It identifies patterns based on the timing of adoption across 
many innovations, assessing whether jurisdictions repeatedly follow specific 
peers and are less likely to adopt if those peers have not previously done so. 
Network inference invokes conventional portrayals of the diffusion process, 
presuming that there are “persistent policy pathways” that link jurisdictions 
to one another. It is reminiscent of the leader-​laggard diffusion model, which 
posits that certain jurisdictions tend to be pioneers and influence others’ 
adoption decisions. The main weakness of network inference, like the leader-​
laggard model, is its failure to “identify a priori (1) the jurisdictions (or even 
types of jurisdictions) that are expected to be pioneers, and (2) the predicted 
order of adoption of the governments expected to follow” (Berry and Berry 
2018, 265). It is an intriguing approach that has highlighted non-​geographical 
diffusion patterns, but it will only generate major conceptual breakthroughs 
if it is combined with theorizing about the types of networks that are likely 
to facilitate specific diffusion mechanisms (LaCombe and Boehmke 2020; 
Mooney 2020).

Before turning to those mechanisms, it is important to acknowledge 
a shared limitation of all the quantitative methods described thus far. 
Ultimately, the study of diffusion is about individual behavior. It is an effort 
to identify instances when external developments influence the decisions 
made by policymakers. EHA, PEHA, dyadic EHA, and network inference 
differ in important ways, yet they rely on jurisdiction-​level data. Individual 
decision-​makers rarely appear in these models, which implicitly rely on the 
unitary actor assumption. The turn toward mechanisms is important, in part, 
because it returns these individuals to a central place in diffusion theorizing.
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Assessing the Impact of Diffusion Mechanisms

Why does diffusion occur? This is a deceptively straightforward question. 
The most significant recent conceptual advance in diffusion research is a 
focus on several “mechanisms” that explain why officials take cues from what 
happened elsewhere. Institutional and policy innovations can diffuse for mul-
tiple reasons, and the turn toward mechanisms reflects a growing scholarly 
interest in distinguishing among these distinct external forces. The rest of 
this section describes different mechanisms that can drive a diffusion episode 
and the methodological challenge of identifying and operationalizing them.

As Christopher Z. Mooney (2020, 5) explains in a recent review essay, 
diffusion invokes the same underlying logic as incrementalism theory. Facing 
innumerable demands on their limited time, public officials cannot perform 
a comprehensive search for policy-​relevant information. Instead, they gravi-
tate toward timely and accessible sources, “muddling through” until they feel 
sufficiently well informed to make a specific decision (Lindblom 1959; see 
also Sabatier and Whiteman 1985; Mooney 1991; Karch 2007a). In other 
words, lawmakers rely on cognitive and informational shortcuts, one of 
which is turning to the models provided by other jurisdictions (Weyland 
2006). These external models can provide programmatic information about 
whether an innovation achieved its goals and political information about 
how key constituencies responded.

There is no shortage of external models on which decision-​makers can 
draw, but they are unlikely to be influenced equally by all of them. Thus, it is 
incumbent on scholars to explain why officials might gravitate toward cer-
tain exemplars rather than others and then to assess those possibilities empir-
ically. Geographic proximity is a common theme in diffusion research. Many 
studies assume that developments in nearby jurisdictions provide models 
on which officials can draw and that these models make the adoption of 
an innovation more likely. A common statistical proxy for this effect is the 
percentage of a jurisdiction’s neighbors in which an innovation has been 
enacted prior to the year of measurement (Mallinson 2020).

Geographic proximity can generate interdependencies in multiple ways. It 
can facilitate the development of communications networks through which 
information travels among decision-​makers (Crain 1966; Foster 1978). 
Similarly, overlapping media markets can alert residents and public officials to 
the existence of innovations in nearby jurisdictions (Pacheco 2012; Mitchell 
2016). Officials might also be drawn to models in nearby jurisdictions because 
they believe that their neighbors are culturally and demographically similar. 
Finally, geographic proximity can generate economic competition, in which 
the existence of an innovation in a nearby jurisdiction generates positive or 
negative externalities that lead officials to react accordingly (Boehmke and 
Witmer 2004; Baybeck, Berry, and Siegel 2011).

The standard proxy for geographic proximity cannot distinguish among 
these possibilities, showcasing yet again the importance of careful theorizing 
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about why developments in neighboring jurisdictions might be influential. 
Such theorizing can foster the development of nuanced measures that better 
reflect interjurisdictional interdependencies. Based on the international 
dynamics of human trafficking, for example, a recent study weighed policies 
in neighboring jurisdictions by the roads connecting them (Simmons, Lloyd, 
and Stewart 2021). This specificity is especially important because recent 
research finds that the impact of contiguous neighbors has declined over 
time, at least among the American states (Mallinson 2021).3

Given the theoretical and empirical shortcomings of the standard emphasis 
on geographic proximity, one of the most promising recent developments in 
the field is the growing attention paid to diffusion mechanisms like learning, 
competition, and imitation (Shipan and Volden 2008).4 These mechanisms 
offer a precise explanation of the interdependencies that lie at the heart of 
a diffusion episode. However, incorporating them into empirical analyses 
poses a challenge.

The learning mechanism implies that officials emulate another jurisdic-
tion because their counterparts adopted an innovation that achieved its goals. 
“Success” can take multiple forms. The existence of an innovation in another 
jurisdiction can give lawmakers more confidence in its “political palatability, 
social acceptability, and technical feasibility” (Pacheco-​Vega 2021, 392). They 
might also be interested in its programmatic impact, evincing greater will-
ingness to emulate innovations that are associated with desirable outcomes 
(Volden 2006; Yu, Jennings, and Butler 2020). Learning resonates with the 
notion that the American states function as “laboratories of democracy” in 
which policymakers can experiment with novel approaches to societal issues, 
but it can occur in virtually any setting. Importantly, the learning mechanism 
divorces the diffusion process from geographic proximity. Officials who want 
to address a specific problem presumably would be interested in innovations 
that seem to combat it successfully, regardless of where those external models 
are located.

Conducting an empirical assessment of the learning process is an extra-
ordinarily daunting task. Innovations are inherently multidimensional, 
making it difficult to evaluate them on objective and widely agreed upon 
criteria (Nathan 2000; Marsh and Sharman 2009). Moreover, officials can 
change the criteria they use to judge success or adjust their aspirations with 
respect to these goals (Levitt and March 1988).5 These general challenges are 
exacerbated in specific arenas such as environmental policy, where ecological 
phenomena are associated with an “extremely high degree of variability and 
uncertainty” (Pacheco-​Vega 2021, 397). Many empirical assessments of the 
learning mechanism therefore employ process tracing and focus on a single 
innovation or a few closely related provisions that pursue the same object-
ives (Osorio Gonnet 2019). Quantitative analyses of learning tend to use 
dyadic EHA because it compares where jurisdictions stand vis-​à-​vis spe-
cific indicators (Nicholson-​Crotty and Carley 2016; Yu, Jennings, and Butler 
2020). Multimethod approaches can be especially revealing; in an excellent 
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study of the Children’s Health Insurance Program, for example, Volden 
(2006) combines dyadic EHA with interviews of program administrators 
who were asked to identify their goals.

Other quantitative studies use a different proxy for the learning mech-
anism. Hypothesizing that the existence of an innovation in an increasing 
number of jurisdictions provides lawmakers with the “opportunity to learn,” 
they use a count of the number of adoptions that occurred prior to the year 
of measurement (Shipan and Volden 2008; Makse and Volden 2011; Karch 
et al. 2016). Although this measure is simple to calculate and easy to apply 
to large databases of innovations, it cannot directly link learning to a spe-
cific goal or its successful pursuit. On its own, it cannot indicate whether 
officials adopted an innovation because it succeeded, because it was trendy, 
or because doing so conveyed legitimacy. Indeed, many sociologists employ a 
count of previous adopters to connote “normative pressures” (Maggetti and 
Gilardi 2016, 94). These conflicting interpretations suggest that attempts to 
identify learning through quantitative indicators will be more compelling if 
such “pattern-​finding” efforts are combined with careful process tracing and 
case studies (Marsh and Sharman 2009).

Imitation—​another diffusion mechanism—​poses similar analytical 
challenges. During a diffusion episode driven by imitation, officials are 
motivated by the belief that their jurisdiction shares a policy-​relevant attribute 
with another jurisdiction in which the innovation exists. The perceived 
connections can be based on political, demographic, or budgetary similar-
ities. Political similarities seem especially important for scholars examining 
diffusion among the American states in an era of intense partisan polariza-
tion. Ideological cues can serve as an informational shortcut, enabling officials 
to “minimize the uncertainty about how issues fit in the liberal-​conserva-
tive policy space” (Grossback, Nicholson-​Crotty, and Peterson 2004, 521). 
In sum, shared ideological or partisan ties can generate interjurisdictional 
interdependencies.

Other types of perceived similarities can be responsible for an imitation-​
based diffusion episode. For example, Volden (2006, 310) finds that “simi-
larities based on ideological leanings, per capita income, managed care 
structures, and budgetary considerations were all relevant to the diffusion 
process.” The range of these factors is noteworthy. It suggests that specific 
features of a policy domain can affect the external examples toward which 
officials are drawn. Furthermore, imitation does not only affect the adoption 
decision. It can also influence decisions about program implementation and 
modification, perhaps because officials believe that certain environmental 
conditions affect the likelihood of programmatic success (Nicholson-​Crotty 
and Carley 2016). The logic of the imitation mechanism is not novel; it 
resonates with the long-​standing assumption that nearby jurisdictions share 
relevant attributes (Foster 1978).

Hypotheses about the impact of general jurisdictional characteristics, 
including ideological and budgetary similarities, are amenable to various 
research designs. They can be incorporated into quantitative studies of 
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individual innovations and pooled analyses, and they have appeared in studies 
relying on standard EHA techniques and the dyadic approach. Hypotheses 
about imitation that relate to specific features of an innovation or to its envir-
onment, in contrast, may render pooled analyses inappropriate. Regardless of 
which empirical approach they adopt, diffusion scholars with an interest 
in imitation must specify the conditions under which it is likely to occur 
and why.

The final diffusion mechanism featured in this section—​competition—​
also raises several important conceptual and empirical issues. Competition 
drives diffusion when the existence of an innovation in one jurisdiction 
imposes positive or negative externalities. Positive externalities have received 
limited attention, but they give non-​adopters a competitive advantage and an 
incentive to leave the status quo in place. In contrast, negative externalities 
can lead officials to believe that the failure to adopt the innovation will put 
their jurisdiction at a competitive disadvantage. Scholars hypothesize that 
this dynamic is especially common in economic development and tax policy, 
where jurisdictions compete for private investment because of its potential 
impact on job growth and tax revenue (Berry and Berry 1992; Arel-​Bundock 
and Parinandi 2018). In other contexts, such as human trafficking, laws are 
designed to repel certain business activities and population movements that 
are viewed as undesirable (Simmons, Lloyd, and Stewart 2021). The mobility 
of firms and individuals can lead officials in specific jurisdictions to feel 
competitive pressures to act, and these pressures are an important form of 
interdependence.6

Interjurisdictional competition provides a compelling explanation of why 
diffusion occurs but identifying competition and its influence is an empir-
ical challenge. The nature of that challenge depends on the political context. 
Scholars investigating diffusion among the American states often use measures 
that emphasize potential competition among neighboring jurisdictions 
(Boehmke and Witmer 2004; Arel-​Bundock and Parinandi 2018). This geo-
graphic focus is justifiable in certain contexts. For example, the ease with 
which residents of one state could travel to purchase lottery tickets seemed 
to facilitate the spread of that policy innovation (Baybeck, Berry, and Siegel 
2011). In other contexts, officials will compete with any jurisdiction that 
wants to attract private investment or become the recognized leader in a par-
ticular policy domain. As a result, diffusion scholars “must theorize carefully 
both about the conditions under which competition is likely to occur and 
about the type of competition that is likely to emerge” (Karch 2007b, 63).

In sum, competition-​based accounts of diffusion face two empirical 
challenges. The first involves linking conceptual development to case selec-
tion. If competition is relevant in some contexts but not others and takes 
distinct forms, then empirical strategies based on massive databases may be 
less illuminating than studies that examine smaller sets of carefully chosen 
innovations. “Placebo tests” where competition is not expected to be influ-
ential can therefore be revealing (Gilardi 2015, 2016; Simmons, Lloyd, and 
Stewart 2021). Interjurisdictional competition will contribute to some 
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diffusion episodes but not others; a better understanding of its conditional 
impact will be a major conceptual and empirical advance.

Measurement poses a second empirical challenge for the analysis of 
competition-​driven diffusion. What does competition look like if it is not 
based on geographic proximity? Consider the bidding war that ensued 
when Amazon requested proposals for a massive project that would effect-
ively represent the company’s “second” headquarters. It received bids from 
more than 230 locations across North America. This episode highlights how 
interjurisdictional competition can be “national” or even international in 
scope. Diffusion scholars, particularly those interested in economic devel-
opment, might find it useful to incorporate insights from research in inter-
national political economy. Measures of trade flows or sectoral overlap might 
serve as proxies for non-​geographic competition in various political contexts.

Why are jurisdictions interdependent? Why does diffusion occur? For 
too long, the most common empirical strategy for assessing the potential 
impact of external factors was to include a proxy for developments in nearby 
jurisdictions. The move away from geography and toward mechanisms 
such as learning, imitation, and competition is a very promising trend even 
though it generates the empirical challenges described in this section. In 
addition to acknowledging those challenges, it is important to acknowledge 
that mechanism-​based accounts raise many conceptual questions. Diffusion 
mechanisms might interact, and their influence can vary across a diffusion 
episode or in different jurisdictions; these complexities often become 
apparent in detailed case studies based on fieldwork and interviews (Marsh 
and Sharman 2009; Osorio Gonnet 2019). How do learning and imita-
tion occur? Where do officials turn for reliable information about whether 
an innovation has succeeded? How do lawmakers find out what their 
counterparts in ideologically or otherwise similar jurisdictions are doing? 
The next section of this chapter turns to several potential “vectors” that can 
facilitate the transfer of relevant information.

Assessing the Impact of Diffusion Vectors

Many political actors operate in multiple jurisdictions, and their geographic 
reach means that they can facilitate the interdependencies that are the core 
of a diffusion episode. These actors include policy entrepreneurs, professional 
associations and interest groups, and mass media; all of them are potential 
“vectors” that provide officials with programmatic and political informa-
tion about external developments (Boushey 2010; Mooney 2020). These 
actors play a central role in several canonical theories of the policy pro-
cess, but quantitative studies of the diffusion process often overlook their 
potential impact. This gap is partly due to the methodological challenge of 
assessing vectors’ influence. It is not easy to design compelling measures that 
can be incorporated into empirical analyses treating the jurisdiction-​year 
or jurisdiction-​year-​policy as the unit of analysis. The intellectual payoff of 
doing so, however, can be very high.
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Consider, for example, the role of policy entrepreneurs in transmitting 
information across jurisdictional boundaries. These individuals include 
elected officials, bureaucrats, representatives of the business commu-
nity, and activists (Keck and Sikkink 1998; Mintrom 2000). These “policy 
ambassadors” promote innovations at the local, national, and transnational 
levels, working in both governmental and nongovernmental settings (Porto 
de Oliveira 2020). They are often embedded in intellectual, professional, 
or advocacy communities that give them knowledge about the details and 
effects of innovations in other jurisdictions (Walker 1981; Kirst, Meister, 
and Rowley 1984). Moreover, they themselves can be professionally mobile 
“boundary spanners” who transfer external information and knowledge 
when they move to new agencies or different jurisdictions (Yi and Chen 
2019). Interorganizational and interjurisdictional personnel flows are an 
impactful diffusion vector in settings as diverse as the American states and 
Chinese provinces (Teodoro 2009; Yi, Berry, and Chen 2018).

Acknowledging and assessing the potential impact of individual 
entrepreneurs responds to a long-​standing methodological critique of 
diffusion scholarship. If the models provided by other jurisdictions represent 
a cognitive and informational shortcut for decision-​makers (Weyland 2006; 
Mooney 2020), then theories of diffusion are an attempt to explain indi-
vidual behavior. However, most quantitative studies use aggregated measures 
and units of analysis. They treat jurisdictions as unitary actors, examining 
the adoption decisions of countries, states, cities, or other geographic units. 
In doing so, they largely exclude the legislators, executive branch leaders, 
bureaucrats, and other decision-​makers who must gather information and 
decide whether to follow the precedent set by other jurisdictions. In con-
trast, analyses of policy transfer in comparative politics tend to center the 
role of individual agents, typically employing process tracing based on field 
research and ethnography to focus on the “micro-​dynamics of the diffusion 
process” (Porto de Oliveira 2019). These complementary literatures gener-
ally do not engage with one another; multimethod research designs would 
illuminate the interactive and iterative relationship between structure and 
agency (Marsh and Sharman 2009).

Constructing valid quantitative measures of entrepreneurial activity is 
inherently difficult. More than two decades after its publication, Michael 
Mintrom’s (1997, 2000) study of policy entrepreneurs and school choice 
in the American states remains the gold standard. It used a national survey 
to construct its central indicator, and it generated new insights about what 
entrepreneurs do and the conditions under which their actions lead to policy 
change. Entrepreneurs nevertheless continue to play a peripheral role in 
quantitative diffusion research, partly because a survey-​based approach is not 
feasible for scholars who rely on large databases of innovations. Even scholars 
who use EHA to study a single innovation find it challenging to construct 
measures that identify entrepreneurial activities at specific moments in time.

In contrast, recent methodological advances have propelled growing 
attention toward the potential influence of professional associations, interest 
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groups, international organizations, and the like. In addition to possessing 
the geographic reach necessary to facilitate diffusion, many of them view 
information transmission as a central goal. They publish reports and white 
papers, maintain websites that serve as information repositories, and host 
conferences and informal meetings that facilitate the development of pro-
fessional networks. International organizations like the World Bank and the 
United Nations, large management consultancy firms, and philanthropic 
organizations have endorsed innovations and taken steps to encourage their 
transnational spread (Dolowitz and Marsh 2000; Osorio Gonnet 2019; 
Stone, Porto de Oliveira, and Pal 2020). The information they disseminate 
facilitates interjurisdictional interdependencies by making decision-​makers 
aware of external developments. Similarly, in the United States, the diffusion 
of innovations has been linked to interest group campaigns (Skocpol et al. 
1993; Haider-​Markel 2001) and leadership roles in professional associations 
(Balla 2001; McNeal et al. 2003).

Model legislation is one of many tools that professional associations and 
interest groups have at their disposal, and it has recently drawn considerable 
scholarly attention for theoretical and methodological reasons. In the words 
of Dolowitz and Marsh (1996, 351), “The easiest way to prove that copying 
has occurred is to examine the wording of the legislative bill authorizing a 
program.” Public officials may rely on examples of statutory language that are 
either developed or endorsed by organizations. Empirically, computational 
text analysis provides a way to assess the amount of overlap between two 
statutes or between a statute and model legislation.7 It encompasses many 
different techniques, all of which produce a “similarity score” for two texts. 
It has therefore become an increasingly popular tool for diffusion scholars 
who want to evaluate the influence of interest groups in the American 
states (Garrett and Jansa 2015; Jansa, Hansen, and Gray 2018; Collingwood,  
El-​Khatib, and Gonzalez O’Brien 2019; Hertel-​Fernandez 2019).

Computational text analysis represents a promising tool for investigating 
diffusion. It illuminates the extent to which officials use the templates 
produced by professional associations and interest groups, think tanks, 
corporations, and other organizations. At this point, diffusion scholars have 
primarily used this method to identify cases where this vector has been 
influential. While understandable, this approach is incomplete in ways that 
highlight the connection between theory and method. Theoretically, this 
vector may be more influential under certain conditions. Decision-​makers 
might be more inclined to rely on the information transmitted by profes-
sional associations when the innovation under consideration is complex or 
difficult to implement (McNeal et al. 2003). In contrast, organizations may 
exercise less influence when an innovation is noncomplex or when it is pol-
itically salient (Nicholson-​Crotty 2009). In sum, computational text analysis 
must be married to careful theorizing about the conditions under which 
officials will be prone to rely on this informational shortcut.

Similarly, diffusion scholars must compare the influence of model legis-
lation to officials’ reliance on alternative sources of information. Just as 
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computational text analysis has been used to evaluate the impact of certain 
groups, it can also be used to assess the extent to which jurisdictions rely 
on each other during the policy process (Callaghan, Karch, and Kroeger 
2020; Linder, Desmarais, Burgess, and Giraudy 2020). Before issuing defini-
tive statements about the dominance of specific organizations, scholars must 
calculate a baseline against which to judge their impact. Comparing the 
influence of model legislation to that of other informational shortcuts is a 
promising avenue for future research, especially when combined with the 
sort of theorizing outlined in the previous paragraph. Interjurisdictional 
interdependencies are only possible if officials become aware of external 
developments. Various organizations view information dissemination as a key 
goal, and their potential to serve as diffusion vectors merits additional study.

The importance of information transmission highlights the poten-
tial role of mass media as a diffusion vector. By stimulating awareness of 
innovations and disseminating programmatic or political information about 
them, media coverage can spur interjurisdictional interdependencies. As has 
already been mentioned, overlapping media markets can inform residents 
and public officials about the existence of innovations in nearby jurisdictions 
(Mitchell 2016). Yet the impact of media coverage is not limited by geog-
raphy. Influential channels of the international press, such as The Economist, 
facilitated the diffusion of Brazilian social policies like participatory budgeting 
and the family allowance program by extolling and endorsing them (Porto 
de Oliveira 2019).

While the potential impact of media coverage on the diffusion process 
has long been acknowledged, this vector is often invoked in a general and 
imprecise way. Many quantitative studies use article counts as a proxy for 
salience and an indicator of public concern. This approach has generated 
important insights. In the context of the American states, higher levels of 
national coverage in outlets like The New York Times have been linked both 
to a more rapid diffusion process and a higher likelihood that innovations 
will gain adoption (Lax and Phillips 2009, 2012; Nicholson-​Crotty 2009; 
Winburn, Winburn, and Niemeyer 2014; Bromley-​Trujillo and Poe 2020).

Conventional approaches to the study of media influence highlight two 
methodological challenges. Measures of national media coverage highlight 
the availability of information; in the words of a recent study, they are a proxy 
for the “broader informational environment” in which decision-​makers 
operate (Bromley-​Trujillo and Karch 2021, 1003). More precise measures, 
such as indicators of media coverage in specific jurisdictions, may be better. 
However, they raise issues of endogeneity. Differences in mass media coverage 
may help account for jurisdictions’ divergent approaches to a specific innov-
ation, but it is also plausible that they are a response to the political agenda 
(Shanahan et al. 2008; Lax and Phillips 2009). Is media coverage a cause or 
an effect? Scholars who rely on broad indicators must be circumspect in 
interpreting their results.

The second methodological challenge has appeared throughout this 
chapter. There is a fundamental disconnect between theories emphasizing the 
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cognitive and informational shortcuts used by individuals and the aggregated 
measures used in most studies. The standard quantitative approaches that 
treat the jurisdiction-​year or jurisdiction-​year-​policy as the unit of analysis 
can help scholars build a circumstantial case that media coverage and other 
informational resources contributed to a diffusion episode. On their own, 
however, article counts do not demonstrate that decision-​makers gathered 
information through specific media sources, let alone that the coverage sig-
nificantly influenced their choices. Multimethod research designs can make 
this case more compelling. Supplementary content analysis can identify 
coverage that refers to developments in other jurisdictions, and interviews 
with key officials can facilitate a better understanding of whether and how 
they gather and utilize different informational resources (Karch 2007a). In a 
similar vein, experimental designs can illuminate the information gathering 
process by assessing whether ideological or other cues affect officials’ will-
ingness to consult specific sources (Butler et al. 2017; Zelizer 2018; Pereira 
2021); they possess the advantage of explicitly examining the behavior of 
individuals who make the decisions in which scholars are interested.

Canonical theories of the policy process highlight the potential impact 
of all the diffusion vectors discussed in this section. Yet policy entrepreneurs, 
professional associations and interest groups, and mass media are less central 
to quantitative diffusion research than one might expect, possibly due to the 
methodological challenges outlined above. The innovative techniques that 
have been used to surmount these challenges—​surveys, computational text 
analysis, and experimental designs—​are often easier to execute in the con-
text of a single innovation, which raises concerns about external validity. The 
possible intellectual payoff of giving these vectors a more prominent place in 
diffusion research nevertheless seems very high. All of them have the capacity 
to affect information generation and dissemination, which are central to a 
literature devoted to identifying the cognitive shortcuts that officials use in 
determining which innovations to consider and adopt.

Overlooked Forms of Interdependence

The interdependence at the heart of a diffusion episode can take a variety 
of forms. This is one of the key insights of the recent turn toward diffusion 
mechanisms like learning, imitation, and competition. Importantly, how-
ever, these interdependencies will not always lead to program adoption. An 
elected official might become aware of a policy that exists elsewhere, inves-
tigate it, and decide that it is not appropriate for their jurisdiction. In some 
cases, “a negative lesson may be drawn about how not to proceed” (Dolowitz 
and Marsh 1996, 344). Similarly, an innovative policy in one jurisdiction 
might generate positive externalities elsewhere, leading policymakers in 
those locations to prefer the status quo. Both possibilities meet the conven-
tional standard that “policy diffusion occurs if the probability of adoption 
of a policy by one governmental jurisdiction is influenced by the policy 
choices of other governments in the system” (Berry and Berry 2018, 256). 
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However, they showcase how the existence of a policy in one jurisdiction 
might decrease its likelihood of being adopted elsewhere. Diffusion is not 
simply about an increasing number of adoptions. Instead, it is a “consequence 
of interdependence,” which implies that scholars should be “interested more 
in the process than in the outcome” (Gilardi 2016, 9; see also Elkins and 
Simmons 2005; Karch 2007a). Understanding the diffusion process requires 
expanding the range of scholarly inquiry beyond questions of adoption and 
its timing.

Looking beyond the adoption decision offers considerable analytical 
potential. If a policy in another jurisdiction inspires a legislator to introduce 
a bill establishing the same policy, their decision showcases the impact of 
interdependence and increases the likelihood of adoption even if the bill is 
not enacted. Investigating whether new policies are given serious consid-
eration can therefore illuminate whether and how external developments 
affect the policy process. Agenda setting has received less scholarly attention 
than the adoption decision, but existing research highlights the impact of 
various diffusion vectors—​policy entrepreneurs, interest groups, and mass 
media—​in moving items onto the governmental agenda (Mintrom 1997; 
Haider-​Markel 2001; Bromley-​Trujillo and Karch 2021). There is also a 
vertical component to these interdependences in the United States, with 
national developments shaping state political agendas (Roh and Haider-​
Markel 2003; Baumgartner, Gray, and Lowery 2009; Karch 2012).

Examinations of other stages of the policy process, such as implemen-
tation, can illuminate the influence (or lack thereof) of external forces 
(Gilardi 2016; Nicholson-​Crotty and Carley 2016). A gap between adoption 
and implementation can highlight the impact of internal, as opposed to 
interjurisdictional imperatives. For scholars of transnational diffusion, it 
illustrates the necessity of thoroughly investigating the domestic context. 
In China, for example, information from international contacts was used 
very selectively as global regulatory standards against money laundering 
“were weakened or even neutralized through discretionary enforcement” 
(Heilmann and Schulte-​Kulkmann 2011, 639). Economic interests facilitated 
the standards’ adoption, whereas domestic political imperatives influenced 
their implementation. Administrative capacity can affect whether diffusion 
occurs; desirable innovations may not diffuse “if implementation is beyond 
a jurisdiction’s technological abilities” (Dolowitz and Marsh 1996, 354). 
It can also affect how diffusion occurs, moderating the impact of certain 
mechanisms in specific jurisdictions (Osorio Gonnet 2019).

The prevailing focus on the adoption decision is understandable from 
a methodological perspective. Policy adoptions “represent easily observable, 
discrete events that are conducive to large-​N quantitative analysis” (LaCombe 
and Boehmke 2020, 311). While contemporary scholars use a variety of 
research methods, their outcome of interest generally remains whether 
and when a jurisdiction adopted an innovation. The SPID database, with 
adoption-​related information about 728 policies, illustrates this tendency 
(Boehmke et al. 2020). The large database approach has facilitated numerous 
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conceptual advances in the study of diffusion, but it comes with certain 
limitations. In addition to neglecting other stages of the policy process, it is 
not well suited to examine episodes of limited or “negative” diffusion and it 
cannot address differences in the “depth” or “extent” of innovation (Berry 
and Berry 2018). These limitations merit additional explanation.

Most diffusion studies gravitate toward policies for which there is suffi-
cient variation in the “adopt or not” dependent variable to permit productive 
quantitative analysis. As a result, they focus almost exclusively on policies that 
were adopted by numerous jurisdictions. This tendency to examine widely 
adopted policies is sometimes called the “pro-​innovation bias” (Karch et al. 
2016).8 For example, most efforts to construct state innovativeness scores 
include only policies that reach a specific adoption threshold, typically 20 
states (Walker 1969; Savage 1978; Boushey 2010; Boehmke and Skinner 
2012). Focusing on these policies can offer important insights into diffusion 
mechanisms, but it is less well suited to explain why some innovations are 
more popular than others. Nor can it explain instances of “negative” diffusion 
in which the existence of a policy in one jurisdiction makes it less likely that 
the same policy will be adopted elsewhere. For example, lawmakers might 
steer clear of an external model that proved technically infeasible or that 
sparked a political or social backlash.

Indeed, existing research rarely examines episodes of “failed” diffusion 
in which very few jurisdictions enact a novel innovation. During the early 
1990s, for example, the state of Oregon implemented an innovative Medicaid 
reform program that effectively rationed the medical care services provided 
to program recipients. This experiment generated national interest, but not 
a single state adopted the Oregon model (Jacobs, Marmor, and Oberlander 
1999). Studying failed or limited diffusion requires looking beyond the 
adoption decision. With limited adoptions to assess, a qualitative, process-​
oriented approach may be necessary. Case studies of jurisdictions in which 
the innovation was considered but not enacted can help identify the factors 
that stood in the way of its widespread adoption (Myers 2018; Shriver, Szabo, 
and Bray 2020). Quantitative studies can make a concerted effort to incorp-
orate episodes of limited diffusion.9 More inclusive databases can facilitate 
comparisons across innovations that achieve various thresholds of adoptions 
(Karch et al. 2016).

The “adopt or not” dependent variable used in most diffusion research 
cannot illuminate questions of program content. What, exactly, is being 
diffused from one jurisdiction to another? A policy template might gain 
widespread enactment but take diverse forms in the jurisdictions in which 
it is adopted (Grattet, Jenness, and Curry 1998; Mossberger 2000; Jones 
and Newburn 2002). In that sense, diffusion might be a “matter of degree” 
(Marsh and Sharman 2009, 278). Lawmakers can customize innovations 
for political, programmatic, or other reasons, and these initial differences 
can be extended by subsequent modifications, repeals, amendments, and 
reinstatements (Eyestone 1977; Karch and Cravens 2014).
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Public policies typically have multiple components. Relying on dichot-
omous dependent variables that simply indicate whether a policy has been 
adopted therefore obscures differences in the expansiveness or compre-
hensiveness of existing programs (Hays 1996; Mooney and Lee 1995; Yu, 
Jennings, and Butler 2020). Interest groups, professional associations, policy 
entrepreneurs, and other political actors frequently view these details as crit-
ical. Thus, the conventional focus on the adoption decision overlooks central 
features of the policy process, thereby missing an opportunity to evaluate 
the potential impact of external actors. Using a process-​tracing approach 
to investigate these “pathways of policy tinkering and adjustment” can help 
scholars identify which intermediaries are responsible for programmatic 
variation (Stone, Porto de Oliveira, and Pal 2020, 5). PEHA offers another 
potential path forward (Shipan and Volden 2006; Boehmke 2009a; Kreitzer 
and Boehmke 2016), not only in terms of empirical approach but also in 
terms of theory development. Scholars can stack data for multiple policy 
components rather than the adoption of multiple innovations.

In sum, this section has identified several lacunae in the scholarly lit-
erature on innovation and diffusion. As scholars address them, they should 
remain attuned to the conceptual advances described elsewhere in this 
chapter. Their focus should not be on establishing that diffusion took place 
or that a specific policy diffused. Instead, it should be on generating novel 
insights about diffusion mechanisms, diffusion vectors, and their interaction. 
Some interest groups contribute to “negative” diffusion by working to pre-
vent policy change (Finger 2018). Interest groups can also affect the content 
of programs that gain enactment. Yu, Jennings, and Butler (2020) examine 
the link between lobbying by Mothers against Drunk Driving (MADD) and 
the comprehensiveness of drunk driving regulations, describing the group as 
a facilitator of policy learning. By examining specific policy provisions, this 
study highlights the connection between diffusion vectors and mechanisms. 
The more general point is that looking beyond adoption, examining 
episodes of “negative” or limited diffusion, and investigating program con-
tent all are ways to expand on recent theorizing about interdependencies 
among jurisdictions. This chapter will conclude by identifying additional 
constructive avenues for future research.

Moving Forward

The study of innovation and diffusion poses vexing analytical challenges, and 
scholars have responded to these challenges in myriad creative ways. This 
chapter has highlighted some of the most common approaches, focusing 
on their general strengths and limitations rather than their mechanics. It has 
also described various measurement issues that arise when scholars try to 
operationalize diffusion theories. Before concluding with suggested avenues 
for future research, it is important to acknowledge the existence of other 
research strategies.
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Previous reviews of the diffusion literature have called for more quali-
tative and multimethod research designs (Gray 1994; Graham, Shipan, and 
Volden 2013). These designs are more common among scholars of com-
parative politics and policy and have produced additional insights about the 
impact of specific diffusion mechanisms and vectors.10 Indeed, scholars can 
use several sources—​administrative reports, legislative testimony and related 
documents, interviews, among others—​to ascertain the specific informa-
tion sources on which decision-​makers rely (Jacob 1988; Mossberger 2000; 
Weyland 2006; Karch 2007a; Porto de Oliveira 2019; Pacheco-​Vega 2021). 
Scholarship on diffusion among the American states would benefit greatly 
from a greater emphasis on process tracing and other qualitative techniques.

Although EHA remains the most common quantitative approach to the 
study of diffusion, several promising alternatives have emerged recently. For 
example, some diffusion studies use spatial econometrics to assess the impact 
of geographic proximity (Arel-​Bundock and Parinandi 2018; Mitchell 2018). 
Other studies use a text-​as-​data approach, relying on computational analysis 
to quantify the overlap between statutes or between legislative proposals 
and the templates provided by various organizations (Collingwood, El-​
Khatib, and Gonzalez O’Brien 2019; Callaghan, Karch, and Kroeger 2020; 
Linder, Desmarais, Burgess, and Giraudy 2020). Finally, experimental designs 
investigate the factors that influence the sources to which decision-​makers 
are drawn as they learn about and evaluate novel innovations (Butler et al. 
2017; Zelizer 2018; Pereira 2021). These and other alternative approaches 
deserve serious examination, as they might address some of the limitations of 
EHA and its extensions. They might verify, extend, or challenge the ways in 
which diffusion scholars have interpreted their findings, potentially leading 
to novel quantitative approaches, measurement techniques, and conceptual 
developments.

In closing, it is critical to revisit the connection between conceptual 
advances in the study of innovation and diffusion and research methods. 
Amassing ever larger databases of innovations is a common trend in the 
scholarly literature (Boushey 2010; Boehmke and Skinner 2012; Boehmke 
et al. 2020). To be sure, these data repositories provide treasure troves of 
information and a valuable service for the community of scholars engaged 
in diffusion research. Yet it is equally important to recognize that they priv-
ilege a certain type of study, one focused nearly exclusively on adoption 
patterns. The adoption decision is only one component of the policy pro-
cess, and this single-​minded focus renders the literature incomplete. The 
other chapters of this book assess canonical theories that invoke policy-
making stages from agenda setting to implementation. Developing a stronger 
connection between these theories and diffusion research must be a high 
priority. Diffusion is an important concept, but scholars must not lose sight 
of its capacity to offer general lessons about the policy process, information 
transmission, and decision-​making.

One way to generate useful lessons for policy scholars is to build on 
recent conceptual developments in diffusion research. Earlier reviews of the 
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diffusion literature characterized it as overly mechanical (Karch 2007b), and 
the recent turn toward diffusion mechanisms and vectors represents a prom-
ising corrective. As scholars move beyond illustrating the potential impact of 
these mechanisms and vectors, they must strive to identify the conditions and 
contexts in which they are most likely to be influential. Again, this requires 
a close connection between theory and method. Sometimes studies of large 
numbers of innovations will prove constructive; sometimes a narrower 
inquiry will be more appropriate. Indeed, undertaking various approaches 
will likely be the best path forward.

The past offers important lessons. When scholars introduced EHA 
to diffusion research in the early 1990s, the novel statistical technique 
sparked a massive outburst of published work on the topic. Studies of 
individual innovations accumulated, but major conceptual advances were 
uncommon as scholars emphasized geographic proximity at the expense of 
other mechanisms of interjurisdictional interdependencies. Contemporary 
diffusion scholars do not only have the advantage of better developed statis-
tical approaches. They also possess a more robust set of theories and concepts 
on which to base their work. In addition, the creation of the SPID and PDR 
databases demonstrate a broader interest in advancing scholars’ collective 
knowledge by bringing together various strands of the disparate scholarly 
literature (Boehmke et al. 2020; Mallinson 2020). Most of these efforts are 
limited to analyses of American state politics; similar efforts that cross con-
ventional subfield boundaries can help move the literature forward, since the 
balance between internal and external influences is a widespread concern 
(Graham, Shipan, and Volden 2013).

Regardless of the context in which they work, diffusion scholars must 
engage in careful theorizing about the conditions in which interjurisdictional 
interdependencies are expected to be influential. They must remain attuned 
to recent conceptual developments, considering whether and how specific 
mechanisms and vectors might influence the substantive phenomena in 
which they are interested. Their decisions about research design must be 
guided by the questions they ask and the hypotheses they seek to evaluate. 
Fortunately, they have a growing methodological tool kit on which to draw. 
Their collective willingness to embrace these varied tools and their comple-
mentary strengths will contribute to a better understanding of the dynamics 
of the diffusion process.

Notes

	1	 For example, several review essays assess the conceptual and methodological rela-
tionship between policy transfer and diffusion (Marsh and Sharman 2009; Benson 
and Jordan 2011; Dussauge-​Laguna 2012).

	2	 Multilevel modeling is a way to accommodate this heterogeneity (Kreitzer and 
Boehmke 2016).

	3	 In addition, multiple studies suggest that conventional studies of the neighboring 
state effect tend to overstate its impact (Mooney 2001; Karch et al. 2016).
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	 4	 Shipan and Volden (2008) describe coercion as a fourth diffusion mechanism. 
Although coercion plays a central role in studies of policy transfer (Dolowitz and 
Marsh 2000; Benson and Jordan 2011; Dussauge-​Laguna 2012), some scholars 
argue that it is not a mechanism because “diffusion implies that no central 
actors are coordinating the spread of a policy” (Maggetti and Gilardi 2016, 90). 
Coercion will not be discussed in this essay, but other studies examine the topic 
in more detail (Mooney 2020).

	 5	 In addition, a policy innovation can gain widespread adoption even when mul-
tiple evaluations suggest that it has not achieved its primary objectives (Park and 
Berry 2014).

	 6	 Participation in the global economy can drive similar convergence among 
firms, although the strength of this effect varies across industries (Malesky and 
Mosley 2018).

	 7	 Although the focus here is on organizations and model legislation, computa-
tional text analysis can also be used to assess the impact of other jurisdictions’ 
legislative templates (Callaghan, Karch, and Kroeger 2020).

	 8	 In his classic synthesis of research on the diffusion of innovations, Everett Rogers 
(1995, 100) defines the pro-​innovation bias as “the implication … that an innov-
ation should be diffused and adopted by all members of a social system, that 
it should be diffused more rapidly, and that the innovation should be neither 
reinvented nor rejected.” Since this chapter focuses on methodological issues, it 
offers a slightly different definition that focuses on the issue of case selection.

	 9	 The SPID, which “relatively equally covers widely and narrowly diffusing pol-
icies” (Boehmke et al. 2020, 526), may help address this limitation.

	10	 Some comparative politics scholars have called for the more widespread use of 
statistical techniques, highlighting the complementary nature of quantitative and 
qualitative research designs (Marsh and Sharman 2009, 273).
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The Correlates of State Policy Project includes more than 900 variables, with 
observations across the 50 American states and over time (from approximately 1900 
to 2016). It includes policy outputs and various political, social, and economic factors 
that might be correlated with differences in those outputs.

http://​ippsr.msu.edu/​public-​policy/​correlates-​state-​policy

The Global BRT Data platform provides information about Bus Rapid Transit 
(BRT) systems, an innovation in sustainable urban transport that has received sig-
nificant scholarly attention. The platform consolidates data from 177 cities across the 
globe. See Pacheco-​Vega (2021) for more information.

http://​brtdata.org

The Policy Diffusion Results (PDR) Database includes 6,641 variables from 
507 models of policy diffusion among the American states. The models are drawn 
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Introduction

Elinor Ostrom, in her presidential address to the American Political Science 
Association stated, “the theory of collective action is the central subject of 
political science” (1998, p. 1).

Across the subfields of political science, whether international relations 
or comparative politics, American politics or political theory, rich veins of 
research have focused on the many puzzles presented by collective action 
and social dilemmas. For instance, why do citizens vote, which is a form of 
collective action, if a single vote is unlikely to decide an election? Or, why do 
nation-​states invest in, adopt, and abide by treaties, even though the treaties 
lack enforcement mechanisms?

The Institutional Analysis and Development (IAD) framework, developed 
by E. Ostrom and colleagues over the years (Kiser and Ostrom 1982; Ostrom, 
Gardner, and Walker 1994; Ostrom 1999, 2009) provides social scientists with 
the means to systematically study the role of institutional arrangements in 
exacerbating or resolving social dilemmas, and how actors devise, implement, 
and revise such arrangements. Scholars working with the IAD framework 
employ multiple types of methods particularly appropriate for the study of 
social dilemmas, collective action, and the design and effects of institutional 
arrangements on behavior.

The IAD framework is well suited for studying these topics because 
at its core is the action situation, which represents interdependent actions 
among actors. An action situation is defined as any setting in which two or 
more actors “are faced with a set of potential actions that jointly produce 
outcomes” (Ostrom 2005:32). In other words, the action situation captures 
social dilemmas and efforts at engaging in collective action to resolve such 
dilemmas. In addition, the IAD framework incorporates categories of factors 
that shape action situations: rules-​in-​form and use, community attributes, and 
physical/​material conditions. Institutions, the rules and norms that delineate 
what participants operating within action situations are required, allowed, 
or forbidden to do, are central to IAD framework studies. Institutional 
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arrangements (in conjunction with community characteristics and physical/​
material conditions) shape behavior, and actors create, revise, or eliminate 
institutional arrangements to achieve more desirable shared outcomes.

Studies of institutional arrangements and behavior in different contexts 
have largely focused on comparative analyses of institutional arrangements 
structuring operational level action situations; the individual, collective, and 
systemic outcomes of interactions governed by exogenously or endogen-
ously generated institutions and how outcomes feed back into action situ-
ations to shape institutional designs. Scholars have studied these questions 
using case studies, laboratory and field experiments, agent-​based modeling 
(ABM), and network analysis. Case studies allow for a comparative analysis of 
action situations, within or across types of setting, e.g., coastal fisheries, irri-
gation systems, or community gardens (Cox et al. 2010; Baggio et al. 2016). 
Laboratory and field experiments create carefully controlled action situations 
allowing analysts to examine how actors’ behavior (and group outcomes) 
is affected by a specific treatment, typically a rule change, or a change in 
physical/​material conditions. Agent-​based models support assessments of 
interactions among actors in simulated action situations (Frantz et al. 2014). 
Finally, social network analysis allows for the examination of the struc-
ture and patterns of networks of rules constituting action situations. More 
recently, how networks of prescribed interactions (i.e., rules) and perceived 
interactions (i.e., behavior) jointly structure outcomes has been explored 
(Olivier 2019; Olivier and Schlager 2021).

What these methods have in common is that they allow analysts to 
identify, represent, and systematically analyze interactions among actors in 
analytically defined settings called action situations. An IAD study begins 
by identifying the action situations that will be studied by these methods. 
Action situations represent settings in which interdependent actors experi-
ence and/​or have resolved social dilemmas by devising, implementing, and 
enforcing institutional arrangements that support coordination and cooper-
ation. For instance, street gangs that have organized their control over city 
neighborhoods (Matsueda 2006), or harbor gangs that have organized access 
and use of lobster territories within and adjacent to harbors (Acheson 1988), 
or illicit business cartels that have defined and organized their regional terri-
tories and activities for extracting resources (Jaspers 2017). However, action 
situations need not be strictly grounded in specific geographies. For instance, 
action situations include officials elected to decision-​making bodies who 
share similar interests and who must overcome collective action dilemmas in 
order to realize their shared goals in the larger decision-​making body, such 
as party caucuses (Forgette 2004). The key is identifying social dilemmas and 
the actors involved.

Action situations are embedded in contexts, as explicated by the IAD 
framework. Variation in the types of collective action dilemmas that actors 
experience, and the types of institutional arrangements appropriate to 
their resolution are conditioned by context, i.e., the physical and material 
conditions, the community setting, the rules in use, and levels of action. 
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Identifying action situations begins with identifying collective action 
dilemmas, but explaining action situations requires understanding how they 
are conditioned by their context, as we explain below.

In the remainder of this chapter, we describe each method; major 
questions examined and how they relate to the IAD framework; and data 
collection and analysis. We conclude this chapter with promising lines of 
research on institutions.

Methods

In 2010, Poteete, Janssen, and Ostrom published Working Together, describing 
the different methods used in theory development and testing regarding 
common pool resource governance. They argued that the use of mul-
tiple methods is critical for theory development. Moving from cases to 
experiments, to ABM and simulations, and back to cases or experiments 
allows scholars to explore a panoply of questions and build a rich body of 
evidence. While we describe the methods in order, they often work together 
to allow scholars to pinpoint factors that are critical for explaining a spe-
cific social dilemma or identify a necessary condition for the emergence 
of cooperation. Case studies suggest “treatments” that may be explored in 
experiments; agent-​based models allow for the “treatments” to be deployed 
across many diverse action situations, in order to explore patterns of indi-
vidual and collective outcomes; and network analyses may reveal the logic 
of institutional design found in case studies. Or, experiments may highlight 
the importance of specific types of enforcement mechanisms for resolving 
collective action dilemmas that may then be identified and studied in cases, 
and so forth.

In this section, we describe and update each of the methods that appears 
in Working Together, as well as describe social network analysis and how it is 
used to analyze action situations and networks of rules.

Case Studies

A case study characterizes a time and place. An IAD case study does this 
by breaking a case down into one or more actor groups, their institutional 
arrangements, and their biophysical setting. It then attempts to explain 
outcomes based on these components. Like all case studies, the application 
of the IAD framework to a case depends on a variety of data sources. Several 
of these are tailored to the specific type of data being collected as directed 
by the categories of the framework. Institutional information often requires 
collecting documents (formal rules) and conducting in-​person interviews 
(informal rules) with individuals who work and/​or live within the system of 
interest. Participant observation is also frequently important, as institutions 
are expressed through patterns of behavior as much as they are through 
linguistic statements. Because of these features, many IAD case studies 
involve extensive fieldwork in the case study area. Additionally, because of 
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the geographically explicit nature of many IAD case studies, secondary spa-
tial data are often collected and analyzed in geographic information system 
(GIS) environments. Increasingly, remote sensing analyses are incorporated 
as well.

A key theme in IAD case studies is the overlapping themes of com-
parison and multiple levels of analysis. IAD case studies are frequently 
“embedded” (Yin 2014), in that there are multiple levels or units of analysis, 
one embedded within the other. A common way in which this is done 
is by collecting data on a set of natural resource users in order to under-
stand the community they constitute (Cox et al. 2018). Household-​style 
interviews are commonly complemented in these studies by key informant 
interviews with other types of actors (Nigussie et al. 2018). As such, IAD 
case studies are also frequently “mixed method,” combining quantitative 
analysis of household data with qualitative analysis of other data sources and 
of the case itself.

Equally common is the comparison of multiple cases, particularly if 
the case is regional to local in scale. What is less common is the use of a 
hierarchical statistical model (fixed or random effects) that describes both 
within-​ and across-​case variation. Even without multiple cases, as has been 
discussed before with respect to case studies in general (George and Bennett 
2005), single IAD case studies are frequently a comparative method as well: 
the inferences generated from them come from the comparison of features 
nested within them. A central way in which the IAD framework does this is 
through the concept of the action situation network (ASN) (Sendzimir et al. 
2010; McGinnis 2011; Cox 2014; Möck et al. 2019).

The ASN is at once a major distinctive feature of the IAD framework, 
and also what ties it closely to other approaches, such as the “ecology of 
games framework” (Lubell 2013). It represents the observation that decisions 
made by one set of actors in one arena affect the incentives and actions of 
other actors in other arenas, often reciprocally. If we want to understand 
the incentives and actions of one set of actors, say a group of fishers, we can 
interview those fishers. But if we want to understand the full causal chain 
that led to those actions in this “focal action situation” (Ostrom 2009; Hinkel 
et al. 2015), we often will need to ask the same question to “upstream” 
actors whose decisions affect the incentives of these fishers. This reinforces 
the previous observation that IAD case studies frequently combine house-
hold interviews with more in-​depth key informant interviews. By starting 
with a target behavior of a target actor group and going “upstream” in this 
way, IAD scholars can unpack the behavioral dynamics of a case study. Why 
we would want to can be expressed as a generic version of the problem of 
omitted variable bias from statistics: if we leave out a factor that relates to 
the outcomes we care about and the factors we do include, this will bias the 
interpretations we have of the factors we do include. Two systems might look 
quite similar with respect to their focal action situations, but if we expand 
out and go upstream, important differences can reveal themselves to explain 
divergent outcomes.
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In applications of the IAD, the most common example of an ASN is based 
on the difference between operational and collective-​choice (and sometimes 
constitutional) rules (Hardy and Koontz 2009). Operational rules are those 
that dictate everyday behavior and are similar to informal norms. Collective-​
choice rules are more formal and dictate how decisions are made regarding 
the content of operational rules. This spectrum of rule types correlates with 
increasing formality, increasing institutional “stickiness” (North 1990) and 
subsequent potential for institutional lock-​in.

An ASN represents causal impact over space and time and organizational 
context. IAD case studies have addressed geographic and social space better 
than they have addressed the dynamics of time (see Johnson 2004). There is 
some important literature on studying institutional change (see again North 
1990), and Ostrom commented on it increasingly throughout her career 
(Ostrom and Basurto 2011). But the idea of change is not firmly entrenched 
in the IAD framework itself, other than the arrow pointing back from the 
“Outcomes” box to the conditioning factors.

IAD case studies frequently make inferences with respect to the func-
tionality of the institutions that are present. Doing so cannot only depend 
on traditional statistical or quantitative methods (Ostrom and Basurto 2011). 
Instead of, or at least in addition to this, appeals to function and adaptation 
are implicitly made, in line with similar analysis conducted by evolutionary 
biologists. We can call this the “adaptationist” perspective, as embodied 
in Ostrom (1990), who inferred the adaptability of institutional design 
principles based in large part on their presence in long-​lasting community-​
based resource management systems. The adaptationist perspective often 
infers adaptability from longevity, assuming an evolutionary logic and the 
presence of a historical process that selected for traits that would help resolve 
adaptive challenges: in the case of IAD studies, these most often take the 
form of collective-​action problems oriented around the provision of public 
goods. Common property arrangements themselves have been seen to be an 
adaptation to resource scarcity, explaining their disproportionate presence in 
resource-​scarce environments. Local knowledge and customs are also often 
interpreted through an adaptationist lens (Boyd 2017).

While this perspective is a powerful framework for institutional theorists 
(Hodgson 2007), there are many reasons why a trait might persist, other than 
being adaptive (Gould and Lewontin 1979). We see institutions all around us 
that have persisted for some time, but which promote inefficient and inequit-
able outcomes, and many have argued persuasively that institutions are mostly 
a result of power relations and conflict (Knight 1992). This relates to a critique 
often applied to the IAD framework: that it is under-​politicized (Clement 2010).

A further complication here is the possibility for mismatches between 
adaptations to previous circumstances and current ones. The IAD lit-
erature discusses different types of mismatches that are argued to affect 
outcomes. Most commonly discussed are mismatches between institutional 
arrangements and features of an environmental commons, such as its spatial 
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scale or temporal dynamics. We can add evolutionary mismatches to the 
common typology of mismatches that are discussed. Schlaepfer et al. (2002) 
describe this situation as an “evolutionary trap,” in which “an environment 
that has been altered suddenly by human activities, an organism makes a 
maladaptive behavior or life-​history choice based on formerly reliable envir-
onmental cues, despite the availability of higher quality options.” In an insti-
tutional context, an evolutionary mismatch would indicate that institutions 
that have developed in response to historic challenges involved in, say, man-
aging small-​scale commons and the modern environment in which many 
communities find themselves (see, e.g., Cox 2014).

This discussion implies that IAD case studies should ideally contain a 
narrative history of a case, to unpack what selective pressure but also 
power dynamics and historical contingencies may have led to the current 
institutions that are observed (Johnson 2004; Blyth et al. 2011; Epstein et al. 
2020). Without an awareness of what institutions were adapting to, it is diffi-
cult to make inferences about their functionality.

Ostrom and Basurto (2011) present a simple method for documenting 
changes in institutional arrangements over time. Additionally, several papers 
have combined a historical framing with the ASN approach, including 
those associated with the Social Ecological Systems Meta-​Analysis Database 
(SESMAD) project (Fleischman et al. 2014). Epstein et al. (2020) take a 
similar approach to ASNs as applied to forest policy in Senegal. Finally, in her 
case study of the Great Barrier Reef governance system, Morrison (2017) 
describes sequential “regime structures,” which roughly align with the ASN 
concept. Presenting a case as a series of snapshots of an ASN is a promising 
approach to be built on more in the future.

All of this discussion bears on how we ought to use the framework itself 
in a case study. Rules include informal norms, which are hard to measure. 
Power and politics and historical trajectories are also hard to measure quan-
titatively. This leads the case study approach to be particularly appropriate for 
the application of the IAD framework, in that it avails itself of multiple data 
sources in order to uncover frequently illegible factors in a system. Building 
on the concept of an embedded case study from above, we can present a 
basic recipe for IAD case studies:

1	 A set of research questions associated with social and/​or ecological 
outcomes

2	 A focal action situation and an institutional analysis of this situation
3	 An analysis of the ASN that contains this focal action situation
4	 A historical analysis of the focal situation and the larger ASN, potentially 

as a series of “snapshots” to trace dynamics over time
5	 Data collection via:

a	 Interviews with key stakeholders, which generally would include 
actors in a focal action situation and key informant interviews with 
other actors.
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b	 Documents that describe formal rules and the case’s historical tra-
jectory that led it to the current points.

c	 GIS data sources, which are increasingly publicly available, particu-
larly in wealthier states

6	 Mixed-​method analysis approaches

An example of an IAD case as a series of ASN snapshots using the steps 
outlined above appears in a study on water governance in Kenya (McCord 
et al. 2017). The research team examined the performance of the Kenyan 
2002 water law reform, which created a form of polycentric water govern-
ance. Specifically, they studied the 25 community water projects (CWPs) 
located in the Upper Ewaso Ng’iro basin, that are nestled within five water 
user resource associations (WURAs). In total, the team gathered data on 30 
action situations, the 25 CWPs, and the 5 WURAs. The CWP action situ-
ations each capture the interactions among individual water users; whereas 
the WURAs focus on the interactions among clusters of CWPs. The research 
team used surveys of the CWP’s executive committees, household level water 
flow on a weekly basis, and archival research. They examined whether CWPs 
experimented with rule changes, water allocation outcomes, and forms of 
coordination among CWPs within their respective WURAs.

Case studies were a foundational method for the development of the 
common pool resource research program founded by Elinor Ostrom begin-
ning in the mid-​1980s, and they continue to play a critical role in the devel-
opment of theories associated with the IAD framework. Case studies also 
provide research questions to be systematically examined using lab and field 
experiments as described next (Ostrom, Gardner, and Walker 1994).

Lab and Field Experiments

Laboratory and field experiments are a powerful method for instantiating 
action situations and systematically examining the effects of altering a single 
dimension of the situation on the outcomes individuals realize (Ostrom, 
Gardner, and Walker 1994). Lab and field experiments associated with the 
IAD framework examine social dilemmas that arise in providing for public 
goods or governing common pool resources and “treatments” for resolving 
the dilemmas. Experiments are best used for hypothesis testing and theory 
development (Poteete, Janssen, and Ostrom 2010).

A succinct description of an experiment is provided by Poteete, Janssen, 
and Ostrom (2010:141):

the experimenter creates an environment where a number of human 
subjects make decisions in a controlled setting. Human subjects vol-
untarily consent to participate in an experiment prior to participating. 
They receive instructions on the actions about which they can make 
decisions and outcomes that depend on the decisions of all in the experi-
ment. Participants make each decision in private by writing it on a paper 
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form or entering it on a computer. Salient incentives are provided in 
terms of monetary returns depending on the decisions made, or other 
relevant rewards.

Beginning with a baseline experiment, rules in use, community 
characteristics, material and physical conditions, or individuals’ decision-​
making/​cognitive processes may be varied and outcomes compared with 
the baseline experiment. For instance, the baseline common pool resource 
(CPR) experiment involved eight subjects choosing to invest tokens in an 
activity that provided low, but stable returns that did not depend on what 
other subjects chose or invest in a common pool resource, the returns from 
which were a function of how many tokens all subjects as a group invested 
(see Ostrom, Gardner, and Walker 1994 for the models). Group returns were 
maximized if subjects invested just over half of their tokens in the CPR; 
however, the Nash equilibrium, which by definition means that an indi-
vidual will make the choice that provides her with the greatest return given 
the choices of all subjects, predicts that individuals will invest most of their 
tokens in the CPR. Doing that lowers the group and individual returns. In 
other words, a social dilemma emerges. From this baseline experiment, many 
treatments are applied, as discussed below.

Given the high level of control that researchers exercise over the design 
and implementation of lab experiments, internal validity is quite high. It is 
further strengthened through replication. Often times, lab experiments are 
replicated multiple times using different participants. Or, different researchers 
execute the same experiments. Replication helps rule out unaccounted for 
factors that may affect the outcomes.

High internal validity is coupled with low external validity for laboratory 
experiments. One means of addressing this limitation, at least to a certain 
degree, is to use field experiments. In contrast to lab experiments, which 
typically take place in university labs with college students as subjects, field 
experiments are conducted in more naturalistic settings with participants who 
have experience with harvesting from CPRs or providing for public goods. 
Examining the choices made by people who, in pursuing their livelihoods, 
are engaged with social dilemmas provides a more realistic understanding of 
decision-​making.

Field experiments are conducted similarly to lab experiments in that the 
experimenter creates a controlled decision-​making setting. However, the 
experimenter must take extra precautions to ensure that any possible factors 
that may affect decisions are accounted for and addressed. This is most com-
monly accomplished by being knowledgeable of and sensitive to the setting, 
the culture, and norms and values of the subjects (see Cardenas, Janssen, and 
Bousquet 2013 for conducting specific field experiments).

The initial CPR experiments focused on communication treatments 
(Ostrom, Gardner, and Walker 1992, 1994; Ostrom 2005; Janssen 2010) and 
punishment treatments. Various forms of communication were examined, 
from a single opportunity for subjects to communicate to communication 
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prior to each decision round, and from face-​to-​face communication to 
texting and other computer-​aided communication (Poteete, Janssen, and 
Ostrom 2010). The findings were consistent and significant, communi-
cation supports collective action and allows subjects to devise norms and 
strategies to limit overinvestment in the CPR. Likewise with punishment. 
Subjects were allowed to engage in costly punishment, in that they had to 
pay to impose a fine on another subject (Casari and Luini 2009). A punish-
ment option also supported collective action. Group outcomes (or payoffs) 
improved, although the outcomes of individuals who chose to punish were 
negatively impacted (Janssen et al. 2010). When subjects were allowed to 
voluntarily design and adopt a punishment mechanism, cooperation in 
investing in the CPR was robust, punishment was used more judiciously, and 
individual and group outcomes were closer to optimal (Janssen et al. 2010).

A major development in CPR experiments occurred when Marco 
Janssen developed a spatially explicit, dynamic version of the CPR experi-
ment in which subjects moved avatars across a landscape to harvest “tokens” 
from a CPR that was renewable and depletable (Janssen and Ostrom 2008; 
Janssen 2010). This allowed for the exploration of questions related to social–​
ecological systems, as features of ecological systems could be varied, along 
with features of the social system. (The software package for the experiment 
is available at https://​gam​esfo​rsus​tain​abil​ity.org/​lab​orat​ory-​expe​rime​nts/​
#for​agin​g_​ga​mes, and can be downloaded for use).

Initially, treatments similar to the types used in the static CPR experiments 
were deployed in what are now called foraging games, along with varying 
the renewal rates of the resource. Findings regarding communication and 
punishment remained robust. Subjects allowed to communicate and punish, 
even as renewal rates of the resource were varied, realized and sustained 
cooperation in harvesting from a CPR (Janssen et al. 2010).

More recently, attention has turned to psychological processes of decision-​
making in common pool resource settings to explain why individuals 
cooperate and engage in rule following behavior (DeCaro et al. 2015; Coyle 
et al. 2018; Baggio et al. 2019; Freeman et al. 2020). DeCaro et al. (2015) 
used surveys of participants to measure the psychological effects of different 
experimental interventions. They found that participants who were allowed 
to adopt harvesting rules, rather than having them externally imposed, and 
were able to enforce rule compliance, expressed significantly higher levels of 
fundamental psychological needs of procedural justice, self-​determination, 
and security.

Another line of work examines different forms of individual intelligence. 
One measures specific intelligence and represents the ability to understand 
the logics of systems, such as the complex dynamics of a common pool 
resource system. Another measures general intelligence and represents the 
ability to work with others. Scholars have found that in CPR experiments, 
groups that consist of combinations of individuals who score high on either 
of the cognitive traits perform better at sustaining the resource and they 
respond more effectively to negative disturbances. The two cognitive traits 
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work in tandem to support cooperation and sustainability (Coyle et al. 2018; 
Baggio et al. 2019; Freeman et al. 2020).

Field experiments have also been used to explore differences in decision-​
making as a function of the gender of the subjects. Cook, Grillos, and 
Andersson (2019) conducted field experiments among users of forests in 
Indonesia, Peru, and Tanzania. The experiment required subjects to decide 
how many trees to protect and how to allocate payments among participants 
from a payment for ecosystem services program. Groups consisting of at least 
50% women were significantly more likely to protect more trees and allocate 
payments more equitably among participants.

Lab and field experiments have focused on actors’ cognitive processes 
and ascriptive characteristics of subjects, as well as how actors’ choices are 
affected by changes in rules or physical/​material conditions that structure 
action situations. The effort is to contribute to a behavioral theory of col-
lective action (E. Ostrom 1998) that can be used to develop more effective 
policy interventions.

ABM

ABM is a computational approach for simulating repeated interactions among 
autonomous and heterogeneous agents to understand systemic outcomes 
that result from these interactions. Within ABM, agents are endowed with 
characteristics that inform how they act within the context of prescribed 
choice sets and systemic parameters (e.g., natural resource constraints;  
number, characteristics and choices of other actors with whom they are 
interacting; events). ABM affords many analytical opportunities including 
the ability to: model intertemporal behavioral dynamics; explicitly model 
the impacts of cognitive constraints of agents; simultaneously account for  
variables situating at different analytical scales (i.e., individual/​agent 
characteristics and systemic parameters and outcomes); and ascertain the 
effects of manipulations to individual or systemic variables on outcomes of 
interest.

ABM is well suited for analyzing the behavior of individuals within action 
situations, which themselves represent situations in which two or more 
actors are interacting within a set of constraints. Earlier work with ABMs 
focused on the emergence of norms that support cooperation and the reso-
lution of social dilemmas (Poteete, Janssen, and Ostrom 2010). More recently, 
IAD scholars have used ABMs to study endogenous rule change, or evolu-
tion, emerging through collective action within the context of institutionally 
governed settings (Smajgl et al., 2008, Zellner et al., 2014; Frantz et al., 2015; 
Ghorbani and Bravo, 2016). In these cases, institutions are in essence part 
of the outcomes that are being evaluated and are thus necessarily reflecting 
institutions-​in-​use. Recently, however, scholars have highlighted how 
institutions-​in-​form can be used in the up-​front parameterization of ABMs 
(Frantz and Siddiki, Forthcoming). Informing this approach is the recogni-
tion that institutions-​in-​form, through specific institutional directives, detail 
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choice sets available to agents. Siddiki and Frantz (2020) use an assessment of 
institutions-​in-​form –​ the US National Organic Program Rule –​ to support 
the parameterization of models that simulate interactions among different 
types of actors interacting within a simulated, regulated organic farming 
setting. From the actual regulation, they draw information about actors (e.g., 
farmers, regulatory inspectors, and regulatory certifiers), actions of these 
actors, constraints on their actions, and sanctions for noncompliance. These 
types of information map specifically to key ABM simulation parameters.

Finally, IAD scholars have also developed specific analytical platforms 
for conducting institutional analysis using ABM, or what they refer to as 
institutional modeling. One example of such an analytical platform is the 
Modeling Agent Systems based on Institutional Analysis (MAIA) framework 
developed by Ghorbani et al. (2013).

There are several basic  steps to ABM (Ghorbani and Bravo, 2016; Abebe 
et al., Forthcoming; Nikolic and Ghorbani, 2011): system analysis,  model 
conceptualization, detailed model design, implementation, and model evalu-
ation. These steps are engaged once the modeler has identified the set of 
research questions that will inform the analytical exercise. In the system ana-
lysis step of ABM, the modeler seeks understanding of the system to be 
simulated, and its key features, including agents, agent attributes, and system 
features. For institutional analysis specifically, this is the step at which the 
modeler identifies the array of institutions that will be used to design a 
model (e.g., when the modeler is using institutions-​in-​form for model par-
ameterization) or identifies the types of institutions the emergence of which 
the modeler is interested in evaluating. In the model conceptualization and 
design phases, the modeler identifies the specific values to assign to mod-
eling features (e.g., types of agents, number of agents, and agent attributes; 
number of resource units upon which agents are acting). Again, in the con-
text of institutional analysis, some of this information will be ascertained 
from institutional design or knowledge. In the model implementation phase, 
the modeler executes the model and, in the model evaluation phase, analyzes 
modeling results. In analyzing results, modelers typically evaluate a set of 
metrics that indicate model performance and another set of metrics that 
are specific to the modeling domain (the latter of which is discussed in 
more detail below). In the case of institutional analysis, where institutions 
are used in the ex ante parameterization of the model, the modeler is typic-
ally interested in evaluating outcomes associated with institutionally defined 
choice sets. In ex post assessment of institutions, the modeler is typically 
interested in describing emergent institutions, as indicated by the behavioral 
regularities that agents exhibit in the context of prescribed decision-​making 
and systemic constraints.

A unique quality of ABMs relative to some of the other methods covered 
in this chapter is the level of control that the analyst exerts over the design of 
the analytical tool as well as the domain that is being studied. Compared to 
field studies, for example, in which the analyst is designing an instrument to 
be applied in an existing, real-​world setting that is more or less understood 
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and hardly controlled by the analyst, the agent-​based modeler is engaged 
in constructing the analytical exercise and the setting in which the exer-
cise is to be conducted. Given the extent and breadth of control the analyst 
has, careful attention must be given to conceptualization and data sources 
relied on to inform model design. Conceptualization here, in complement 
to “model conceptualization” as described above, refers to identification of 
variables, relating to some aspects of a modeled system, for which the mod-
eler will need to assign values.

Various data sources can be used to determine appropriate values for 
model variables. Zellner et al. (2014) highlight the following: surveys or 
questionnaires, field and lab experiments, companion modeling, GIS and 
other spatial data, and ethnographic methods. For values that may be diffi-
cult to derive from some type of observation (e.g., cognitive characteristics), 
values can be determined from theory (Poteete, Janssen, and Ostrom 2010).

Referenced above in association with the “model evaluation” step of 
ABM is the analysis of metrics that are specific to the modeling domain. 
These are the metrics that the modeler evaluates to respond to research 
questions that motivate his/​her analytical exercise. Operationally, this evalu-
ation is typically conducted using statistical methods. Descriptive methods 
are used to characterize behavioral or statistical dynamics that are realized 
through the modeling exercise. Diagnostic statistical methods are used to 
determine specific relationships between variables included in the models.

ABMs complement case studies and lab and field experiments. They can 
be used to examine and evaluate “how well alternative models of human 
behavior and social interactions account for empirical observations” iden-
tified in case studies and lab and field experiments (Poteete, Janssen, and 
Ostrom 2010:194). They can also be used to examine the robustness of insti-
tutional arrangements, as well as how institutions evolve.

Network Analysis

Networks, which are links or ties among actors and objects, can be thought 
of as individual or linked action situations. Thus, network analysis, like the 
methods discussed above, can be used to examine patterns of interaction 
among actors within and across action situations, allowing analysts to explore 
the patterns of interaction associated with emerging, existing, or resolved 
social dilemmas, as well as the design and structure of the configurations of 
rules shaping action situations.

The application of network analysis within an IAD framework study 
represents a relatively new line of research, although policy network ana-
lysis is well developed and extensively used within the subfield of policy 
studies (e.g., Schneider et al. 2003). IAD framework scholars incorporate 
forms of data and methods of analysis that are distinct from well-​developed 
lines of research using policy network analysis (Berardo and Scholz 2010; 
Henry 2011; Ingold 2011; Yi and Scholz 2015; Herzog and Ingold 2019). 
Policy network analysis foregrounds perceived interactions among actors, 
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i.e., behavior; while setting aside the role of institutional arrangements in 
shaping actors interactions (Olivier and Schlager 2021). In contrast, the 
emerging work out of the IAD framework explores the structure and design 
of institutional arrangements and the interactions of actors and ecosystems 
in the context of social–​ecological systems.

The analysis of institutional designs relies on data developed from the 
coding of institutional statements using the grammar of institutions (Crawford 
and Ostrom, 1995; Basurto et al. 2010; Siddiki et al. 2011; Olivier 2019). 
The focus has been on rules-​in-​form that are found in laws, regulations, 
treaties, and intergovernmental agreements (Brady 2020; Hanlon et al. 2019). 
Rules prescribe interactions among actors, creating ties between them. For 
instance, the institutional statement

The project developer or the person commissioned by the project 
developer to carry out the work shall notify the competent authority 
without delay of any unintentional groundwater development pursuant 
to Article 49(2) of the Federal Water Act.

creates an information link between a project developer (called an attribute) 
and a competent authority (called an object, who is the receiver of the 
action). Configurations of institutional statements create networks of 
prescribed interactions. Action situations are configurations of institutional 
statements; thus, it is possible to explore the structure and patterns of the 
institutional scaffolding of action situations using social network analysis 
tools (Olivier 2019; Herzog et al. 2020; Olivier et al. 2020; Olivier and 
Schlager 2021).

Identifying action situations from laws, regulations, treaties, and intergov-
ernmental agreements relies on identifying distinct programs and collective-​
choice venues. For instance, Schlager et al. (2021) identified action situations 
by heading and subheading titles from the intergovernmental agreement 
and program rules constituting the New York City Watersheds Governing 
System. Within each of the collective choice and public goods programs, 
monitoring, conflict resolution, and graduated sanctioning mechanisms 
unique to each program were identified as well. Thus, each program and 
venue consisted of linked action situations, and the programs and venues 
themselves were linked through the intergovernmental agreement, to create 
a regional scale, polycentric system of water quality governance.

Networks can be thought of as individual or linked action situations 
and, like action situations, can be treated as independent or dependent 
variables. Is the effort to explain the different interactions among actors and 
outcomes realized in a network/​action situation? Or is the effort to explain 
the structure of the network/​action situation? If the former, then network 
metrics such as centrality, density, and reciprocity may be used to describe 
the patterns of ties among nodes. If the latter, then different forms of mod-
eling, such as exponential random graph models may be used to identify 
the endogenous and exogenous factors that play a statistically significant 
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role in reproducing the observed network (Robins et al. 2007; Cranmer 
and Desmarais 2011).

The questions addressed in this emerging line of research focus on empir-
ically testing theories about institutional design. As E. Ostrom (1999, 2005, 
2007, 2009) has repeatedly noted, the IAD framework is compatible with 
different theories that center around explaining the design and performance 
of institutional arrangements, such as transaction costs theory (Williamson 
1985), local public economies (Oakerson 1999), common pool resource 
theory (E. Ostrom 1990), federalism theory (V. Ostrom 2007), among others. 
For instance, the local public contracting literature (Brown and Potoski 
2003; Hefetz and Warner 2012) theorizes that the design of institutional 
arrangements for the provision of public goods will vary as a function of 
the type of good. And that the institutional arrangements for the provision 
of public goods will differ from the design of institutional arrangements for 
shared decision-​making venues designed to support credible commitments 
and cooperation among actors (Miller 1992). Initial findings from research 
testing hypotheses from local public contracting literature suggest that the 
design of credible commitment arrangements is distinct from that of the 
provision of public goods (Oliver, Scott, and Schlager 2020; Olivier and 
Schlager 2021; Schlager, Bakkensen, Olivier, and Hanlon 2021). Moving 
forward attention is being given to incorporating networks of prescribed 
interactions and networks of perceived interactions or behavior into the 
same social network analysis model to explore the effects of institutional 
arrangements on the types of ties actors choose to create (Herzog et al. 2020; 
Olivier and Schlager 2021).

A second line of research uses network analysis to examine the ties among 
actors and ecosystems using multiplex network analysis (see Bodin et al. 
2019 for best practices). Baggio et al. (2016), for instance, examine relations 
among households and the sharing of wild foods occurring in three indi-
genous Alaskan villages. The networks are constructed among households 
and types of wild foods. Households are linked to one another through 
sharing relations, and households are linked to the species they hunt. The 
scholars examined the robustness of the networks to different disturbances, 
such as the loss of access to a specie, or the out migration of households, by 
the removal of nodes in the networks. Baggio et al. (2016) found that the 
removal of social ties had greater negative impacts on communities than the 
removal of a specie, suggesting that the communities were more vulner-
able to social disturbances compared to ecological disturbances. Multiplex 
or multilevel network analysis has also been used to explore the effects of 
scale mismatches between the boundaries of governing arrangements and 
the boundaries of ecological systems on the recovery of endangered species 
(Sayles and Baggio 2017). By incorporating organizations engaged in species 
recovery and ecological systems within a single network model, the patterns 
of interactions between actors and ecosystems can be measured and related 
to specific outcomes. This line of work has the potential to open up new 
lines of research on polycentric systems.
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Network analysis provides another method of exploring the design of 
institutional arrangements and the patterns of perceived interactions that 
emerge as a result.

Methods Summary

The starting point for research grounded in the IAD framework is identifying 
relevant action situations, actors’ interactions, and outcomes (see Table 8.1). 
With experiments and agent-​based models, the researcher creates the action 
situation(s), observes choices and actions taken by actors, and the resulting 
outcomes. With case studies and network analyses, researchers identify action 
situations in the field and interrogate actors about their perceptions, values, 
choices, and understandings of the situations. At the same time, the phys-
ical/​material conditions and the rules that structure the action situations 
are attended to. Oftentimes, it is the mismatch between physical/​material 
conditions and institutional arrangements that trigger social dilemmas 
and efforts to engage in collective action to devise or adjust governing 
arrangements to resolve the dilemmas. Thus, research design centers on 
defining, identifying, and situating action situations, and observing and meas-
uring interactions and outcomes among actors (Table 8.1, Columns 2 and 3).

Each method makes different demands on the researcher. Some methods 
make use of conventional analysis techniques, such as descriptive statistics, 
but require advanced modeling skills to establish the action situations, e.g., 
experiments, ABMs (see Table 8.1, Columns 4 and 5). Fortunately, scholars 
have begun to create repositories of models or coding packages to develop 
models that are freely available for others to use (see Table 8.1, Column 5). 
Other methods make use of conventional data gathering techniques, such as 
surveys and interviews, but require advanced data analysis skills (social net-
work analysis). Most IAD framework scholars are expert in one or two of 
the methods, but not all. Poteete, Janssen, and Ostrom (2010) noted different 
teams of scholars with expertise encompassing these diverse methods and 
argued that progress in developing behavioral theories of collective action 
depends on teams of experts working together. In this way, it is possible for 
scholars to take advantage of the methods in different ways. Insights and data 
from case studies can be used to develop agent-​based models, or the struc-
ture and patterns of interactions among actors revealed by network analyses 
may suggest questions best pursued through the use of case studies.

Moving Institutional Analysis Forward

Although the IAD framework is relatively complex with many interacting 
categories of concepts and variables operating at multiple levels of action, the 
core of the framework centers on institutions and how institutions condition 
behavior. That is not to dismiss physical/​material conditions or community 
characteristics. Indeed, an IAD framework application would be incomplete 
without accounting for both. But institutions are the tools that actors have at 
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Table 8.1 � Comparison across methods

Method Conceptualization Data Collection and Measurement Analyzing Data Major Data Sources

Cases Systematic 
comparisons of 
action situations in 
the field

Field-​based interviews 
combined with secondary 
data (legal documents)

Mixed-​method, qualitative 
interpretation of 
interview data

SES Library, https://​ses​libr​ary.
asu.edu/​; Digital Library of 
the Commons, http://​dlc.dlib.
indi​ana.edu/​dlc/​; SES meta-​
analysis database, https://​sesmad.
dartmouth.edu/​

Lab/​field 
experiments

Create action 
situations in lab or 
field settings that 
represent different 
social dilemmas

Actors choices
Group outcomes

Frequencies
Descriptive statistics
Regression models

https://​gamesforsustainability.org/​
laboratory-​experiments/​

ABM Patterns of interactions 
among actors in 
simulated action 
situations

Modeling of actor attributes 
and actor choice sets based 
on observed behavior, formal 
institutions, and theory

Descriptive and statistical 
analysis of behavioral 
trends

Network for Computational 
Modeling in Social–​Ecological 
Sciences, www.comses.net/​

Network analysis Patterns of interactions 
within and across 
action situations

Surveys
Grammar coding of legal 

documents

Quadratic Assignment  
Procedure

Exponential Random 
Graph Models

None

 new
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https://seslibrary.asu.edu
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their disposal to address social dilemmas by creating governing arrangements 
matched to a setting (Ostrom 2005).

Fundamentally, understanding social dilemmas, collective action, and 
related institutional dynamics requires approaches for reliably describing 
institutions. The IAD framework offers numerous approaches for classi-
fying institutions which also make it especially well suited for the compara-
tive study of institutions (Ostrom, 2005). For example, it offers guidance 
on differentiating between constitutional, collective choice, and operational 
“levels of action.” Institutions are classified as linking to different levels of 
action based on their role in structuring day-​to-​day or operational activ-
ities; or structuring rule making, monitoring, and compliance activities 
(collective choice, constitutional choice). The framework also offers a “rule 
typology” that differentiates rules according to their functional properties. 
Yet another approach is the Institutional Grammar (IG) (Crawford and 
Ostrom, 1995). A core assumption of the IG is that institutional statements 
exhibit common structural elements, or a syntax, with individual syntactic 
elements corresponding to distinctive institutional information embedded 
in statements, and which combine to form a “grammar” of institutions. 
IG-​based assessments of institutional design can yield insights on how con-
stituent parts of institutions link together to govern behavior.

Moving forward, the further development of the IAD framework and 
associated theories will likely center on the different approaches for clas-
sifying institutions. In particular, complex, multilevel forms of governance, 
grounded in levels of action, present one promising line of research. These 
studies move beyond a focus on how single communities, organizations, or 
collections of resource users address social dilemmas, typically in a CPR con-
text, to explore how social–​ecological systems, or complex adaptive systems, 
perform (Dietz et al. 2003; Ostrom 2007; Anderies et al. 2016). Multiple 
linked action situations can be studied as dynamic systems or through static 
comparative analyses (Hanlon et al. 2019; Janssen et al. 2019). Studies of 
linked action situations as systems focus on feedback processes (Anderies 
et al. 2004; Anderies et al. 2016) and the stability properties and robustness 
of such systems. Case studies and ABM have been used to study system-​level 
dynamics. For instance, Janssen et al (2019) examine the case study of the 
US highway system, examining feedback links between users; hard infra-
structure; institutional arrangements, especially financing arrangements; and 
decision-​makers using 30 plus years of data. By treating linked action situ-
ations as systems whose dynamics are a function of feedback loops, it is pos-
sible to identify whether feedback processes are aligned in such a way as to 
support system robustness (Muneepeerakul and Anderies 2017, 2020; Janssen 
et al. 2019). Agent-​based models can also be used to explore system robust-
ness. For instance, van Strien et al. (2019) develop an agent-​based model 
simulating land-​use change in an alpine mountain region in the Canton of 
Valais, Switzerland. They explore the behavior of the system in response to 
changing external stressors, such as changes in political, economic, and envir-
onmental conditions (i.e., external system stressors). Van Strien et al. (2019) 
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further explored the system effects of different policy interventions and 
demonstrated how those effects differ as a function of the initial conditions. 
As Poteete, Janssen, and Ostrom (2010) and van Strien et al. (2019) note, 
much work remains to further the systematic use of agent-​based models in 
exploring social dilemmas, from developing agreed upon means for identi-
fying and exploring the stability and instability boundaries of such models, 
to identifying best practices for using empirical data from cases studies and 
experiments to parameterize agent-​based models, among other issues. As 
van Strien et al. (2019) point out, many agent-​based models are one offs that 
contribute little to the accumulation of knowledge.

Another promising line of research on institutional arrangements centers 
on the institutional grammar that can be used to explore a variety of 
questions, from the legitimacy of institutional arrangements, to their design, 
to how institutional arrangements condition behavior in a multitude of 
different settings. A growing body of work using the institutional grammar 
for data collection and theory development is emerging. However, for this 
institutional classification tool to be more widely used, and to realize its full 
potential, will require both machine coding of institutional statements, and 
the development of theoretically grounded and policy-​relevant approaches 
for analyzing the configurations of statements constituting policies, laws, 
and regulations. Machine coding will provide new data sets of institutions, 
grounded in the rule typology and grammar of institutions that can fuel work 
on institutional design and dynamics. Developing relevant applications of 
such data will allow for the development of theories of institutional change 
and of complex adaptive systems. Breakthroughs in each of these areas are 
likely through the concerted effort of networks of scholars, such as the insti-
tutional grammar research initiative (https://​insti​tuti​onal​gram​mar.org/​).

Conclusion

The IAD framework was first published in 1982 (Kiser and Ostrom 1982). 
It provided the foundation for a research program on the governance of 
common pool resources initiated in 1985, that resulted in the awarding of 
a Nobel Prize in Economics to Elinor Ostrom in 2009. At the framework’s 
core is the action situation, which allows analysts to systematically study 
interdependent behavior and collective action. From the beginning of 
that research program, multiple methods, appropriate for examining inter-
dependent behavior, were used (Ostrom, Gardner, and Walker 1994). Initially, 
case studies and laboratory experiments were used for theory development 
and testing as well as sources of data to be used with other methods.

The case study is the most versatile tool in the IAD framework methods 
kit and is used to examine action situations, the components that structure 
action situations, and links among action situations, across a range of settings. 
In contrast, lab experiments have been used for theory testing and develop-
ment by examining the effects of specific treatments, i.e., variations in the 
rules structuring action situations, on individual choice and group outcomes. 
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Addressing the limitations of lab experiments, scholars have developed 
dynamic experiments allowing for feedback effects. Just as important have 
been the development of field experiments, which allow resource users to 
participate in an attempt to resolve social dilemmas. Not only has this work 
begun to address external validity limitations of lab experiments, but it has 
also been used to allow resource users to experiment with different types 
of rules that they then may consider adopting in the governance of the 
common pool resources they depend on for their livelihoods (Meinzen-​
Dick et al. 2018).

Agent-​based models and social network analysis are more recently adopted 
methods used for the exploration and analysis of institutional arrangements 
and behavior. Drawing on data from case studies, experiments, and institu-
tional data collected through the application of the institutional grammar, 
ABMs provide means of exploring settings and interventions that may not 
have direct empirical analogs. They also allow analysts to identify and explore 
the robustness properties of dynamic systems. Social network analysis may 
be used to identify theoretical and policy-​relevant patterns of institutional 
design and behavior that allow for theory testing as well as policy designs.

Although the IAD framework has been in use for almost four decades, 
it remains a vibrant framework, not just because it is compatible with mul-
tiple theories and continues to support theory development, but because it is 
compatible with multiple methods that allow policy analysts to explore and 
explain the diverse dimensions and factors affecting action situations and the 
possibilities of collective action.
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Ecology of Games Framework

Mark Lubell, Matthew Hamilton, Jack Mewhirter, 
Francesca Vantaggiato, and Ramiro Berardo

Introduction

We begin with an assertion: complexity is a universal fact of life in govern-
ance systems. Policy researchers should only need a moment of introspec-
tion to recognize the many policy issues, policy actors, and policy forums 
that interact in a particular policy sector or region. The assertion that com-
plexity is universal is supported by decades of research on polycentric gov-
ernance systems –​ “a social system of many decision centers having limited 
and autonomous prerogatives and operating under an overarching set of 
rules” (Aligica and Tarko 2012: 237). Indeed, the concept of complexity has 
been an enduring thread in policy research (Cairney 2012) and more recent 
research on social–​ecological systems (Ostrom 2009). The complexity of 
governance systems has a deep kinship with the overarching idea of self-​
organization in complex adaptive systems (Levin et al. 2013), which has long 
been an important topic in the natural sciences.

The ecology of games framework (EGF) offers a conceptual framework 
for developing theory that is applicable to complex, polycentric govern-
ance systems. The EGF builds on the metaphor introduced by sociologist 
Norton Long (1958) to conceptualize urban politics. The EGF argues that 
polycentric systems are composed of policy actors participating in policy 
forums where they deliberate about a set of interlinked policy issues or 
collective-​action problems. Decision-​making in policy forums is governed 
by what Ostrom would call “collective-​choice rules” (Schlager and Ostrom 
1992). The resulting constellation of interdependencies, which can be 
depicted as a network, constitutes a system of policy games in which actors 
make strategic decisions. As with Ostrom, the outputs of the system are 
sets of “operational rules” governing how people use resources or other-
wise make on-​the-​ground decisions (Schlager and Ostrom 1992). However, 
the overall set of operational rules does not emerge from just one single 
collective-​choice process but rather accumulates from decisions made in 
multiple policy forums.

From a methodological standpoint, one of the defining features of 
polycentric systems is interdependence –​ many components of the system 
are connected to each other in different ways. Decisions made in one 
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policy forum affect payoffs in other forums (Lubell 2013). Actors’ strat-
egies and experiences in one policy forum influence how they behave and 
their relationships with other actors throughout the system (Mewhirter 
and McLaughlin 2021). Decisions made about one issue or location may 
influence the outputs and outcomes for other issues or locations (Bodin, 
Alexander, et al. 2019). Researchers examining the components that com-
prise such systems must look beyond the multivariate linear regression 
models commonly used in policy research that assume that observations are 
independent and, instead, utilize empirical methods that take such inter-
dependence into account.

This chapter is meant to help prospective students and researchers of the 
EGF plan their own EGF study. In the next section, we outline the key 
concepts underpinning the EGF. Then, we delve into the practicalities of 
research design, including common challenges and approaches to overcome 
them. In the fourth section, we outline techniques of data collection that are 
commonly used in studies adopting an EGF perspective. These include both 
qualitative and quantitative data. The fifth and longest section delves into 
methodological aspects of measurement and analysis: these range from ana-
lysis of interviews to multivariate regression to multilevel network models. 
Finally, we conclude by outlining emerging and promising avenues of empir-
ical analysis and theoretical development of the EGF. These include causal 
inference, text-​as-​data, and agent-​based models.

Key Concepts in the EGF

The EGF is based on six key concepts: policy issues, policy actors, policy 
forums, policy games, policy systems, and time. Policy actors are usually 
representatives of public or private organizations that are impacted by the 
decisions made in a specific system. Policy issues are social, economic, or 
environmental processes that are of interest to a certain number of policy 
actors and therefore shape the policy preferences of those actors. Policy 
issues often result from collective-​action problems or distributional conflicts. 
Policy forums are the decision-​making processes in which involved actors 
deliberate and make collective choices about the policy issues. Because col-
lective decision-​making is governed by formal and informal rules, policy 
forums may also be called policy institutions. Policy games are constituted 
by the interactions between policy actors, forums, and issues, along with the 
institutional rules governing decision-​making. The set of policy games can 
be considered a polycentric system and features structural attributes that can  
be measured in research design. Each of these components also has individual-​
level attributes, such as the social values of the actor, the type of issue, or the 
geographic scope of the forum.

The interactions among policy issues, actors, and forums play out over 
time in the context of a policy system. Policy systems are “geographically 
defined territories” that encompass multiple issues, multiple forums, and 
multiple actors interacting over time (Lubell 2013: 542). The interactions 
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involve three key processes (also called “functions” in EGF parlance): (1) 
learning about causal drivers of policy issues and the features of the actors 
and policy forums; (2) cooperation in developing and implementing policy 
and using resources; and (3) bargaining over the distribution of the costs/​
benefits of policies. These processes of system functions are often measured 
as dependent variables in EGF research. However, the dependent vari-
able necessarily varies according to the research questions or hypotheses. 
For example, many analyses focus on two-​mode networks linking actors to 
forums or the one-​mode networks of actor-​to-​actor collaboration. In these 
studies, the network structure itself is the dependent variable.

EGF research to date has focused on several key hypotheses. The “risk 
hypothesis” (Berardo and Scholz 2010) holds that policy networks provide 
access to different types of social capital depending on the level of risk actors 
face in a governance system. Bonding social capital is useful for addressing 
cooperation problems: those collective-​action problems where the risk of 
collaborators’ defection is high. Bridging social capital is useful for addressing 
learning and coordination problems: collective-​action problems where the 
risk of collaborators’ defection is low and instead common knowledge is 
needed to orchestrate joint decisions (Berardo and Scholz 2010; Burt 2005).

The “institutional externalities” hypothesis posits that social and biophys-
ical linkages among forums create externalities where interactions in one 
forum impose costs or benefits on interactions in other forums (Klasic and 
Lubell 2020). McLaughlin, Mewhirter, and Lubell (2021) demonstrate that 
actors exposed to high levels of conflict in one forum can carry negative 
experiences with them to other forums in which they participate, potentially 
disrupting forum processes. Mewhirter, McLaughlin, and Fischer (2019) find 
that greater diversity among forum participants increases the likelihood that 
actors identify how forum-​specific issues are linked to other issues in the 
system, allowing them to develop complementary policy outputs.

The “transaction cost” hypothesis draws from neoinstitutional economics 
in arguing that policy forums will produce more cooperation if they reduce 
the transaction costs of searching for policy agreements, bargaining over the 
distribution of costs/​benefits, and monitoring and enforcing the resulting 
policy agreements. Hamilton and Lubell (2018) provide empirical evidence 
that the transaction costs of cooperation increase at higher levels of geo-
graphic and institutional (i.e., operational versus collective choice) scales. 
Lubell et al. (2017) suggest that forums are more likely to survive over time 
if they reduce the transaction costs of cooperation and therefore attract 
enough political support from actors who enjoy the benefits of participating 
in that forum.

The “multi-​functional hypothesis” is that polycentric systems must 
support learning, bargaining, and cooperation over time. Hence, different 
components of polycentric systems and network structures may specialize 
on developing bridging social capital for learning or bonding social capital 
for coordination (Levy, Lubell, and McRoberts 2018; R. R. J. McAllister 
et al. 2017). Like the human brain, effective polycentric systems are likely 
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to be functionally differentiated (R. McAllister et al. 2020). The relative 
importance of different processes may change over time, for example, in 
planning for a disaster or security threat, versus responding and recovering 
(Bodin, Nohrstedt, et al. 2019; Nohrstedt and Bodin 2014). There may also 
be tradeoffs between different functions, which requires balancing the costs 
and benefits of learning, cooperation, and bargaining across the system 
(Hamilton and Lubell 2019).

Key Considerations in Research Design

This section describes some of the basic research design considerations for 
studying polycentric systems from the EGF perspective.

Selecting the System

The EGF defines a policy system as a geographically defined territory 
encompassing multiple policy forums, actors, and issues connected via bio-
physical or other types of processes (Lubell 2013). Ostrom (2009) might 
focus on a “social-​ecological system,” and while the EGF has been most fre-
quently applied to environmental policy, it is applicable to any policy sector 
in which collective-​action problems are the source of policy conflict. For 
instance, Mclaughlin et al. (2020) apply the EGF to study the implementa-
tion of collaborative programs designed to address domestic violence.

Several different criteria can be used to select study systems. Given our 
argument that all systems are polycentric, the easiest way to get started with 
the EGF is to choose a close-​by system that is logistically cheap to study and 
provides opportunities for sustained engagement and relationship building. 
Larger systems tend to have more complex institutional arrangements, but 
even very small systems (e.g., your academic department and its various 
committees!) are polycentric. Systems that are selected based on con-
venience will still be undergoing theoretically interesting changes such as 
exogenous shocks from natural disasters, political changes, the emergence of 
new institutions, or the discovery of a new collective-​action problem, among 
others. Comparative analysis of two or more systems provides the possi-
bility to consider how contextual variables might influence the evolution of 
polycentric systems.

However, it is preferable to choose systems based on some criteria that 
might help illuminate a particular theoretical process or hypothesis. For 
example, one might choose systems all facing the same exogenous threat 
such as a climate change impact, which represents a relatively new collective-​
action problem. Holding the collective-​action problem constant reduces 
degrees of freedom and allows the researcher to examine other features of 
the EGF that might be important. Another interesting theoretical contrast 
is overall political culture and level of macro-​political institutional cap-
acity across regions or countries. Political systems with stronger institutions 
provide a more fertile environment to study the evolution of more stable 
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polycentric systems, while weaker institutionalized systems experience more 
transient and ephemeral changes in polycentric processes (Berardo, Olivier, 
and Lavers 2015; Olivier and Berardo 2021). The structure and evolution of 
a polycentric system may also vary depending on how the political culture, 
and associated political institutions, responds to top-​down or centralized 
policies versus more bottom-​up, decentralized approaches.

Identifying System Components and Boundaries

What are the geographic boundaries of the system under study, and how 
does one identify the actors, forums, and issues involved in the system? 
These questions are challenging because systems change over time, with 
the emergence of new actors, forums, and issues and potential expansion of 
geographic scope via spatial processes. In most cases, there is not a perfect 
solution to this problem –​ by the very nature of interconnected processes, 
one could imagine expanding any study to encompass the entire globe! 
Hence, boundary setting must be justified from the theoretical perspective 
of what makes the study useful for empirical testing and recognizable to 
involved stakeholders.

Moreover, once the system is identified, the analyst must identify its issues, 
actors, and forums. The attributes of these components and the interactions 
among them are typically the subjects of empirical measurement and ana-
lysis. Triangulating qualitative and quantitative methods is helpful for iden-
tifying components: participant observation, informant interviews, internet 
searches, and surveys are all useful. For example, Vantaggiato and Lubell 
(2021) identified key actors via informant interviews and snowball sam-
pling. These actors were then surveyed and asked about their collaborative 
relationships. Lubell and Robbins (2021) adopted the reverse approach: they 
conducted a thorough internet search aimed at identifying collaborative 
forums and then web-​scraped these forums to identify involved actors and 
the issues considered by each forum.

Longitudinal Analysis

Much of the extant EGF literature is based on cross-​sectional analysis that 
relies on quantitative or qualitative analysis of policy forums or different 
configurations of policy networks. The EGF literature is equally concerned 
with system evolution over time as forums are created, change, and dis-
appear; as actors shift participation and strategies; and as new issues are 
discovered and addressed. Longitudinal analysis would shed light on many 
open questions on these processes of change: How do polycentric systems 
evolve given different contexts, actor compositions, and perturbations? 
What mechanisms drive change in the system? How do actors respond to 
change with different patterns of conflict and cooperation? How does the 
changing social system co-​evolve with the environmental or other policy 
outcomes?
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The main challenge to answering these compelling questions is the dif-
ficulty of collecting data over time. Even a single cross-​sectional analysis 
requires substantial research effort. Researchers rarely have the resources to 
follow the evolution of the governance system through time in a sustained 
way. Nevertheless, there are contributions in the EGF tradition that involve 
longitudinal analyses. Research designs that relied on longitudinal data 
collection typically comprise survey designs replicated at least twice (Angst 
and Hirschi 2017; Berardo 2014b; Berardo and Scholz 2010), whose results 
are analyzed using temporal network models. The results of these studies 
show that networks appear to evolve from coordination to cooperation, i.e., 
collaboration deepens over time as actors learn about each other’s priorities 
and preferences and form coalitions. However, these studies are scarce and 
typically cover a limited time span.

A data collection approach that allows for longitudinal data analyses at 
lower cost is collection of text-​based empirical data linked to governance 
processes, e.g., meeting minutes, policy reports, and the like. For example, 
Fisher and Leifeld (2019) use the text of political speeches and interven-
tion to study the change in discourse surrounding climate change in the 
US Congress using a longitudinal approach. By finding patterns in large 
collections of text, quantitative text analysis enables the researchers to observe 
the evolution of relational patterns between actors as well as between them 
and their discourse. There is also ample scope for more study of system evo-
lution using agent-​based models, which simulate the evolution of a system 
of autonomous agents interacting with each other based on certain pre-​spe-
cified rules. We outline these methods in more detail in a later section on 
methodological approaches.

Data Collection and Measurement

The EGF adheres to a mixed-​method philosophy for research design, which 
utilizes the complementary strengths of qualitative and quantitative methods.

Collecting Data for Qualitative Analysis

Qualitative research facilitates a deeper understanding of the social and 
political processes driving actor decision-​making, the operation of forums, 
and the feedback between the governance system and the policy issues. 
Qualitative research can directly measure key aspects of the EGF and 
inform the design and interpretation of quantitative methods. The quali-
tative research conducted by EGF researchers is directly aligned with the 
epistemological principles articulated by the analytic narratives approach to 
institutional analysis, which seeks to trace the causal processes driving institu-
tional change (Bates et al. 2000). Quantitative methods cannot fully capture 
the rich strategies that actors employ to select forums in which to partici-
pate, interact within forums, and seek to change forums. The dynamics of 
collective decision-​making in forums is sometimes affected by variables that 

 

 

 

 

 



Approaches to the Ecology of Games  239

239

are extremely difficult or impossible to observe with quantitative approaches, 
such as hallway conversations or personality conflicts. Qualitative research 
is also crucial for science communication and policy engagement because 
it provides a pathway for developing relationships with policy stakeholders, 
designing research that resonates with their mental models and policy par-
lance, and increasing the relevance of research through co-​production. 
However, the complexity of polycentric systems is a challenge to qualitative 
research –​ it is difficult to keep track of all the system components, espe-
cially if one is trying to compare multiple systems or keep track of changes 
over time.

Participant Observation

Observing or participating in policy forums allows fine-​grained observa-
tion of how decisions unfold over time, including the salience of different 
ideas and issues and how actors move around the system. Because there are 
many forums in a polycentric system, the researcher needs to decide which 
to observe. One clear necessity is to observe the largest or most central 
policy forums, where the most important policy actors are interacting. Most 
policy network theory suggests that the policy forums and important actors 
at the core of the network have a large influence on spreading cooper-
ation and resolving conflict in the overall system (Robins and Alexander 
2004; Robins, Bates, and Pattison 2011). Participant observation will usually 
uncover a network of “usual suspects” that show up across multiple forums 
and have repeated interactions that form the basis for cooperation and lead-
ership. However, the researcher should not forget about the many smaller and 
more peripheral forums. These peripheral forums may be where excluded 
or dissatisfied actors will appear or where innovative ideas are developed 
that are outside the “normal” set accepted in the core of the system. Key 
informants may even nominate some peripheral forums as places where 
important events are happening. Hence, it is useful to at least sample a few 
of these more peripheral forums, selected based on how they might inform 
a particular theoretical question.

Key Informant Interviews

Key informant interviews are an important complement to participant 
observation. As mentioned earlier, polycentric systems usually have a core 
network of actors who participate across multiple forums and know each 
other fairly well. Many of these actors serve in leadership roles in a policy 
forum (e.g., chairpersons) or within their organizations (e.g., executive dir-
ectors, program leaders). The researcher should interview as many of these 
people as possible using semi-​structured interviews with a minimal number 
of questions (10 is a good target). The semi-​structured interviews should 
facilitate theory-​guided discussion rather than meticulously documenting 
answers to dozens of questions and sub-​questions. The researcher needs to 
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understand how the respondents see the world and the language they use 
to describe their environment and decisions. This follows a more inductive 
or grounded theory approach that assumes the respondent is expressing the 
complex reality that the theory is supposed to describe and analyze.

Document and Archival Analysis

Polycentric systems leave archival traces especially in online documents, 
which can become important resources for understanding the history of 
decision-​making and institutional change. Individual forums often produce 
vision documents, strategic plans, or annual reports that provide a good 
summary of the history and mission of the forum, the key issues under its 
jurisdiction, and the actors involved. If available, meeting minutes provide 
an opportunity for process tracing around key decisions and observing the 
behaviors and preferences of actors (Ulibarri 2015).

It is often not feasible to read the archival documents associated with 
all policy forums and actors, so it is important to focus first on the “big 
games” and “big actors” and their associated foundational policy documents. 
These can be analyzed via qualitative content analysis aimed at mapping 
actors to outcomes or to discursive frames that they use to further their 
agendas (Berardo, Heikkila, and Gerlak 2014). That said, there may be times 
the researcher is interested in comparing across all forums, for example, 
to analyze the extent to which climate change is integrated into planning 
processes. Archival documents may become good sources for the application 
of “big data” methods such as natural language processing, machine learning, 
network analysis, or other “computational social science” approaches.

Studies that rely on documents rather than fieldwork can sidestep major 
investments in time and effort required for eliciting data from respondents. 
This consideration is especially important in EGF research, which typically 
adopts a systems perspective that requires significant data inputs (e.g., from 
as complete a set of actors participating in related policy processes as pos-
sible). Likewise, the importance of social processes (e.g., cooperation) in EGF 
research highlights the value of longitudinal records, for which the accuracy 
of text-​based data offers the potential to avoid well-​documented challenges 
of eliciting information about social interaction using recall methods (e.g., 
Brewer 2000). Additionally, text-​based records can reveal multiple phases 
of policy processes, including implementation of policy outputs, thereby 
offering a more complete depiction of how processes of self-​organization 
play out among interdependent decision-​making forums (Nohrstedt 2018). 
Surveys and interviews can likewise reveal such information but may require 
multiple waves of data collection.

Collecting Data for Quantitative Analysis

While qualitative research can produce valuable inputs to discern how 
polycentric systems are structured and evolve in specific cases, quantitative 
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analyses remain critical to produce results based on large-​N empirical 
observations that can improve the external validity of findings. Furthermore, 
quantitative methods are often easier to replicate across cases and over time, 
in order to facilitate comparative analysis using common metrics.

Surveys

The bulk of EGF quantitative work to date has relied on online or telephone 
surveys of policy actors, where the sampling frame is assembled from a com-
bination of internet searches, collating contact lists of participating actors 
from online documents, contact lists provided by policy actors or forum 
managers, and key informant nominations. While surveys typically target 
individual people, the main interest is usually in how their organizations par-
ticipate in polycentric systems. Surveys typically collect four crucial types of 
information: actors’ individual attributes, policy networks, forum participa-
tion, and issue attributes. Depending on the research question and analytical 
methods, the measured attributes of any of these elements of the EGF may 
serve as independent or dependent variables.

Actors’ individual attributes are usually measured by asking survey 
respondents about the positions their organizations have on different topics; 
for instance, how organizations react to risky environments in which defec-
tion is possible (or even likely), their experience with various policy issues, 
their policy core values, and other theoretically interesting variables. These 
individual attributes are often considered important in shaping overall 
policy preferences and actors’ capacity and opportunities to develop policy 
networks and participate in policy forums.

Second, surveys often collect basic data to measure the structure of policy 
networks, usually based on collaborative or information-​sharing relationships. 
Angst and Hirschi (2017) collect longitudinal data by administering two 
different surveys in which they ask actors to indicate their collaboration 
relationships from a roster of all policy organizations involved with the estab-
lishment of a park in Switzerland. In the context of water governance in 
the lower valley of the Chubut River in Argentinian Patagonia, Olivier and 
Berardo (2021) use a “name-​generator” question that asks respondents to 
“name up to five organizations with whom you/​your organization collab-
orate/​s periodically to address water management problems in the lower 
valley.” Another example is in the work of Hamilton and Lubell (2018), who 
study climate change adaptation around Lake Victoria in East Africa and use 
an in-​person survey that includes the following name-​generator question: 
“Please list the organizations your organization has collaborated with in the 
context of climate change adaptation in the past year.”

The third type of information collected through surveys pertains to the 
forums or venues in which policy stakeholders participate to advance their 
agendas. For instance, Lubell, Henry, and McCoy (2010) conducted a mixed 
survey (with both an online and a telephone component) that asked actors 
to indicate their participation in a collaborative land-​use and transportation 
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forum, along with more traditional local planning processes. Fischer and 
Maag (2019) use a survey to examine the participation of over 150 actors in 
eight cross-​sectoral policy forums in Switzerland that affect habitat and land-​
use governance. Berardo et al. (2015) studied water governance in South 
America’s Parana River delta with three waves of surveys that included the 
following question:

The issues of water and land use in the delta can be discussed in different 
forums, such as regional planning councils, advisory boards, workshops, 
etc. Could you mention the names of the forums in the delta in which 
you/​your organization have/​has participated in the last year?

The same survey was administered in the Tampa Bay region and nor-
thern California, producing results to assess the functioning of governance 
systems across different levels of institutional strength (Berardo and Lubell 
2016; Mewhirter, Lubell, and Berardo 2018). Most of the time, once patterns 
of participation in a forum are observed, surveys often ask respondents their 
perceptions about various aspects of forum performance or their experiences 
while participating in the governance system. For example, Mancilla García 
and Bodin (2019) study the management of the Paraíba do Sul river in Brazil 
and use a survey to learn what are the forums in which actors participate; 
they find out that increased participation leads to the accrual of greater levels 
of influence throughout the governance system.

The final type of valuable information that surveys produce is how actors 
work on specific issues or problems that drive decision-​making processes. 
Olivier and Berardo (2021) ask survey respondents to identify seven issues 
on which actors are interested, including water quality, water scarcity, and 
securing sufficient water flows for recreation activities such as fishing. Bodin 
and Nohrstedt (2016) also explored the topic of issue interdependency and 
individual-​level action, showing that interdependency among fire man-
agement tasks in Sweden was correlated with collaborative relationships 
between them. Berardo and Lubell (2016) examined three ecologies of 
games at different stages of “institutional development” by first identifying 
water-​related issues and stakeholders through an online media search and 
then used a combination of phone and online surveys to gauge both how 
much of the actors’ work concentrated on specific issues and how they par-
ticipate in relevant forums where the topics of water quality and land-​use 
drive policy decisions. Angst’s (2020) study of the Swiss water governance 
system administered an online survey to identify how 467 organizations 
connected to 26 issues related to water governance. The surveys thus can 
collect actor perceptions of various issues and build networks based on those 
actors who jointly work on issues.

Natural Language Processing: Text-as-Data

Natural language processing (NLP) methods provide automated, compu-
tational approaches for analyzing large amounts of text, which presents 

 

 

 

 

 

 



Approaches to the Ecology of Games  243

243

significant opportunities to measure the social and behavioral processes 
involved with polycentric governance at a scale for which manual coding 
would not be practical. NLP methods can roughly be divided into approaches 
that emphasize information extraction (e.g., named entity recognition, geo-​
tagging, network relationships) versus content analysis (e.g., topic modeling, 
word embeddings, sentiment analysis). NLP is a rapidly changing field of 
“big data” science, with many tools available in R and Python, as well as 
stand-​alone software such as Automap and Discourse Network Analysis. The 
specific NLP methods used in an EGF study will hinge not only on the 
research questions of interest but also the characteristics of the text that 
serves as the key source of data for analysis (e.g., the level of detailed discus-
sion of decision-​making processes may vary significantly between meeting 
minutes, transcriptions of speeches)

For example, Fisher and Leifeld (2019) analyze the content of US 
Congressional testimony on climate change to measure a polycentric discourse 
network (i.e., with linkages between policy actors and policy beliefs). Murphy 
and colleagues (2014) apply NLP and named entity recognition approaches 
to a large dataset of newspaper articles to map relationships among actors and 
characterize decentralized water governance networks in the Southwestern 
United States. Bell and Scott (2020) use named entity recognition and topic 
modeling to analyze the “paper trail” of meeting notes, scoping documents, 
and other materials, to demonstrate significant variation in the outputs of a set 
of regional water planning processes despite their common design.

Ulibarri and Scott (2017) combine qualitative and quantitative approaches 
in their analysis of three hydropower relicensing processes held by the 
Federal Energy Regulatory Commission (FERC) of the USA. They extract 
policy networks from meeting minutes and find that collaborative processes 
featured high reciprocity (indicating bonding social capital) in comparison 
to asymmetrical triadic relationships that indicate power differentials in non-​
collaborative processes. In their study of the process surrounding a case of 
dam relicensing by FERC, Scott, Ulibarri, and Scott (2020) relied on NLP to 
perform name entity extraction to identify actors and their affiliations, and 
part of speech tagging to identify the actions that actors performed within 
the collaborative governance forums. They then modeled actor participation 
into forums using hierarchical Bayesian modeling.

Another important application of NLP methods is translating the 
Institutional Grammar Tool into the context of polycentric govern-
ance (Crawford and Ostrom 1995; Olivier 2019; Siddiki et al. 2019). The 
Institutional Grammar Tool is a promising approach to systematically meas-
uring the structure of rules across policy forums. Weible et al. (2020) docu-
ment how the four main policy forums related to energy development in 
Colorado vary in terms of their rate of rule creation, and the actors, issues, 
and actions targeted by the rules. Along similar lines, Heikkila et al. (2021) 
classify 22 California energy policies from four decision-​making venues in 
terms of the types of actors they share and the content of the rules (e.g., 
enforcement, information). The studies clearly demonstrate the multifunc-
tional nature of polycentric systems because different forums are producing 
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rules related to different types of collective-​action problems related to energy 
development.

Data Analysis Methods

In this section, we outline the main qualitative and quantitative methods that 
are currently prominent in EGF research. These comprise case study analysis 
and interview coding and analysis, as well as multivariate regression methods 
and quantitative network analysis. Agent-​based models have also been use-
fully applied to EGF ideas, which allow the researcher how key processes 
evolve over time under different parameter configurations.

Qualitative Methods

Case Study Analysis

The EGF literature relies on case study analysis to portray the characteristics 
of the specific governance system and the perceptions of the actors involved 
in the governance system (Lubell et al. 2017). Institutions and norms are 
important in shaping actors’ incentives, priorities, and participatory strat-
egies. Perceptions are important because they shape actors’ behavior in the 
system: the forums they attend, the actors they establish ties with, the allo-
cation of resources to collaborative activities, and other behaviors. Overall, 
qualitative data provide insight into the key variables that are important to 
understand a particular system and the causal process driving actor behavior, 
institutional change, and policy outputs/​outcomes.

In EGF research, qualitative data are typically an essential input into quan-
titative analysis, both by helping design effective quantitative measurement 
instruments like surveys and through interpreting the extent to which quan-
titative results reflect key causal processes occurring in polycentric systems. 
Although thus far EGF case studies that are purely qualitative without any 
quantitative methods are rare, there is scope for more qualitative work in 
the EGF literature. For example, detailed comparative studies of collabora-
tive governance processes occurring within the same EGF but leading to 
different outcomes could shed light on the determinants of forum success 
and formulate new hypotheses to be tested in future research.

Coding and Analysis of Interviews

Interviews can provide a wealth of information not only on the perceptions 
of governance actors but also on the effective size of the system, the cleavages 
existing between coalitions, and the key agenda items of contention, among 
other variables of interest. Moreover, interviews prove important seeds for 
snowball sampling of key informants on the governance setting.

Lubell (2017, report) relies on analysis of 40 interviews with informants 
from different affiliations and levels of governance to identify the key 
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governance challenges that actors face in adaptation to sea level rise in the 
San Francisco Bay Area. On the basis of this analysis, Lubell (2017) derived 
the key themes that informed the quantitative survey for the same research 
project, which was fielded to a much wider set of stakeholders (Lubell, 
Vantaggiato, and Bostic 2019). Subsequently, the authors use the Discourse 
Network Analyzer software (Leifeld 2010) to code those same 40 interviews 
according to an inductive process that distinguished actors’ frames, perceptions 
of governance challenges and preferred or hypothesized solutions to the 
challenges. The authors then transformed this coding scheme into a network 
structure connecting actors to their frames, challenges, and solutions to iden-
tify the key combinations that exist in the governance system of sea level rise 
in the San Francisco Bay Area.

Quantitative Methods

Generalized Linear Models

Generalized linear models (or “GLMs”: e.g., ordinary least squares [OLS] 
regression, logistic regression, negative binomial regression) provide powerful 
tools to examine how a specific outcome measure is associated with a set of 
predictor variables (Stock and Watson 2015). For EGF analyses using GLMs, 
the unit of analysis is often one of the key system elements (i.e., actor, forum, 
or issue) on which the independent and dependent variables are measured.

GLMs assume that the error term is uncorrelated across observations: 
an assumption that is typically violated in a polycentric system where 
individual observations are inherently nested within distinct “levels” or 
“clusters” (Berardo and Lubell 2019). For instance, EGF research examining 
the determinants of actor evaluations of forum effectiveness have tradition-
ally relied on survey data where respondents provide ratings for each forum 
in which they participate (e.g., Lubell et al. 2017; Lubell, Mewhirter, and 
Berardo 2020). This data generating process gives rise to multiple forms of 
interdependence, whereby actors who participate across multiple forums are 
represented in multiple observations; observations are nested within forums 
when multiple actors participate in the same forum; actors in the dataset 
often represent the same organization; actors work on the same distinct issues 
and/​or in the same distinct region. Estimating a model that fails to take such 
interdependences into account can lead to artificially small standard errors, 
thus increasing the likelihood of committing a Type I error –​ i.e. finding 
“false positives” (Cameron and Miller 2015; McNeish and Stapleton 2016; 
Moulton 1990).

Addressing Interdependence Through Clustered Standard Errors

Clustered standard errors account for interdependence with a two-​step 
approach where common regression techniques (OLS, logistic regression, 
etc.) are used to calculate the point estimates for slope coefficients, and then 
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standard errors are ex post adjusted to account for nonindependence (Primo, 
Jacobsmeier, and Milyo 2007). The process is a variant of White’s (1980) 
“sandwich estimator” and offers the additional benefit of accounting for 
heteroscedasticity (Stock and Watson 2008). Clustered standard errors treat 
interdependence as a nuisance to be corrected: it allows the researcher to 
observe how a given variable impacts an outcome of interest and adjust 
standard errors for within-​cluster dependence (McNeish and Stapleton 
2016). It does not, however, allow the researcher to observe the extent to 
which variation in the dependent variable is attributed to cluster-​based 
factors nor whether and to what extent the slope of a given variable varies 
across clusters.

Several EGF studies utilize multiple regression models that specify single-​
way and/​or multi-​way clustering (Cameron and Miller 2015; Cameron, 
Gelbach, and Miller 2012). Lubell et al. (2017) examine how actor-​specific 
transaction costs impact actors’ perceptions of forum effectiveness across the 
multitude of forums in which they participate. To do so, the authors estimate 
a series of OLS regressions with errors clustered at the actor level to adjust 
for interdependence caused by actors appearing multiple times in the dataset 
(contingent on the number of forums in which they participate). Similarly, 
Hamilton and Lubell (2019) examine how patterns of interactions among 
policy actors affect assessments of forums in the Lake Victoria region in East 
Africa. The authors utilize an ordered logistic regression model with multi-​
way clustered standard errors at both the actor level (addressing the same 
issue as Lubell et al. 2017) and forum level (as numerous actors participate 
in the same forum).

Addressing Interdependence Through Multilevel Modeling

Multilevel models allow a researcher to directly model clustering in the data 
through random coefficients (Laird and Ware 1982; McNeish and Stapleton 
2016). Multilevel models are composed of “fixed” and “random” components. 
The fixed part of the model represents the relationship between predictor 
variables and the outcome of interest regardless of the cluster (forum, organ-
ization, etc.) to which an observation belongs. The interpretation of the fixed 
part of the model –​ the intercept and slope coefficients –​ is interpreted in 
a fashion similar to a standard regression model. Random effects can be 
estimated for the intercept and the slope coefficients, though both are not 
necessary. Random intercepts allow for the intercept to vary across clusters in 
the data, thus directly adjusting for cluster-​specific autocorrelation. Random 
coefficients allow for the effect of a predictor variable to vary across clusters 
(Hedeker, Gibbons, and Flay 1994; McNeish and Stapleton 2016).

Relative to regression with clustered standard errors, multilevel models are 
advantageous in that they allow the researcher to directly assess the extent to 
which variation in the dependent variable is attributable to cluster-​specific 
factors (through random intercepts) as well as the extent to which slopes vary 
across clusters (through random coefficients). Post estimation, the researcher 
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can examine how the intercept and/​or slope coefficients vary across clusters 
in the model, which can be of theoretic and/​or practical relevance (Rabe-​
Hesketh and Skrondal 2008). While multilevel models allow the researcher 
to specify a number of random intercepts (forum, organization, actor, etc.), 
they require the researcher to identify and subsequently model the nesting 
structure of the data: i.e., establish whether the two or more clusters are hier-
archically ordered or cross-​nested (McNeish and Stapleton 2016).

To date, multilevel models have primarily been used to examine factors 
that impact within-​forum influence. Mewhirter and Berardo (2019) use 
survey data to examine how the geographic diversity of forums in which one 
participates impacts within-​forum influence and how such a relationship is 
moderated by the structure of one’s ego-​network. The authors estimate a 
cross-​nested multilevel regression with random intercepts at the actor level 
(accounting for multiple observations per actor) and forum level (accounting 
for multiple observations per forum), finding that a significant amount of 
variation is caused by both forms of clustering. Mewhirter, Coleman, and 
Berardo (2019) use a multilevel regression to examine the factors that pro-
mote actor influence in the forum that most readily impacts their interest 
(their “primary” forum) relative to other forums in which they participate. 
The authors utilize a multilevel model specifying random intercepts at the 
actor level and forum level, and a random slope coefficient for “prime”: a 
dummy variable indicating that a forum serves as one’s prime forum. The 
results indicate that significant variation in influence is attributable to actor-​
level and forum-​level clustering and that the effect of “prime” varies across 
actors in the dataset.

Network Analysis

A core assumption of the EGF is that decision-​making processes are inter-
dependent. Attention to interactions –​ e.g., among actors, between actors 
and forums –​ highlights the value of the tools and perspectives of net-
work science. The multidisciplinary field of network science is unified by 
attention to the complex relational structure among entities (Robins 2015). 
For example, a social network is composed of a set of social actors and the 
relationships among them. A network can be represented as a graph com-
prising nodes and edges. The nodes represent the social actors, and the edges 
represent the relational ties existing between them. Network analysis offers a 
toolkit of methodologies for characterizing polycentric governance systems 
and for evaluating hypotheses about the processes that generate patterns of 
interactions as well as the outcomes of these patterns.

Governance Networks

Here, we use the term “governance networks” to refer to a network 
composed of different types of nodes (actors, issues, or forums) and edges that 
indicate some type of relationship between the nodes. As discussed earlier, 
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the set of relevant nodes depends on key research design considerations of 
selecting the system and the boundaries, which then delineates the policy 
actors, forums, and issues that can potentially serve as nodes in the govern-
ance networks. Likewise, analysts must decide how to measure the edges 
that denote relationships or interactions among nodes. For example, EGF 
research commonly focuses on patterns of information exchange, cooper-
ation, and/​or collaboration among policy actors and on patterns of actor 
participation in forums.

Once the potential nodes and relationships are established, the analysis 
may focus on networks of one, two, or even three different types (i.e., modes) 
of nodes. One-​mode networks of actor-​to-​actor relationships (e.g., informa-
tion exchange, cooperation, and collaboration) in which the nodes are all of 
the same type and relationships can exist between any of them are the most 
common type of governance network studied in the broad policy network 
literature (Berardo and Scholz 2010) and have been featured in EGF research 
as well (Angst and Hirschi 2017; Hamilton, Lubell, and Namaganda 2018).

In contrast, actor to forum ties form so-​called ‘two-​mode’ networks, 
meaning that they focus on patterns of interaction between two types of 
nodes (e.g., actors and forums). Bipartite networks are a special type of two-​
mode networks in which there cannot be ties between nodes of the same 
type but only between nodes of different types, i.e., between actors and 
forums. Actor–​forum networks are the most commonly studied in EGF 
research (Berardo and Lubell 2016; Lubell, Robins, and Wang 2014; Scott 
and Thomas 2017), because the existence of multiple policy forums is one 
of most fundamental features of polycentric systems. Actor–​issue networks, 
which one could call an “issue network” (Heclo 1978), are less studied in 
the EGF literature (but see Brandenberger et al. 2020; Hedlund, Bodin, and 
Nohrstedt 2020).

Recent technical advances have enabled the study of three-​mode 
networks that link issues, policy actors, and forums simultaneously. Policy 
actors may work to address certain issues and may also participate in forums. 
Forums may have jurisdiction over particular issues. Three-​mode networks 
are an important research frontier because they embody all the fundamental 
concepts of the EGF in a single relational structure.

Multilevel Networks

Some EGF studies analyze multilevel networks, meaning they not only 
measure interactions between types of nodes (as in bipartite networks) but 
also among the same types of nodes (e.g., accounting for how actors partici-
pate in forums as well as how actors collaborate with one another). Analyses 
of multilevel networks characterized by ties among policy actors (e.g., 
collaboration) and between actors and policy forums (e.g., participation) 
indicate that joint participation in forums enables collaboration in settings 
external to forums (Hamilton and Lubell 2018; Fischer and Sciarini 2016), 
possibly because joint participation reduces transaction costs. In their analysis 
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of actor–​actor and actor–​forum ties, R. McAllister et al. (2020) showed that 
Australian marine biosecurity governance networks were predisposed to 
exhibit bridging social capital, as evidenced by an overabundance of “open” 
network configurations (e.g., instances in which actors participate in forums 
in which their collaborators are absent).

Conceptually, accounting for multiple types of nodes provides oppor-
tunities to measure polycentric governance structures and processes in ways 
that are not possible using one-​mode governance networks. Specifically, 
measuring actors’ participation in policy forums enables researchers to 
evaluate the interplay between the structure of polycentric networks and 
social processes (e.g., direct collaborative relationships between actors) and/​
or policy processes (e.g., direct payoff externalities or strategy externalities 
between forums).

A special type of multilevel network measures environmental connectivity 
along with social and political interactions. Such social–​ecological networks 
can capture the full scope of EGF dynamics by accounting for patterns by 
which policy actors and forums engage with distinct, but related, policy 
issues. Guerrero et al. (2015) use social and ecological data from a large-​
scale biodiversity conservation initiative in Australia to investigate whether 
observed patterns of stakeholder interactions mirror network configurations 
hypothesized to enable them to address management challenges. In an 
important comparative study, Widmer et al. (2019) analyze three European 
watersheds for prevalence of social–​ecological motifs indicating both insti-
tutional fit and misfit. While both studies find motifs that indicate social–​
ecological fit, they also find significant evidence of misfit, which indicates 
significant opportunities for improving management.

Exponential Random Graph Models (ERGMs)

While network analysis encompasses numerous approaches for deriving 
insight from relational data, the dominant network analytic approach in EGF 
research is the use of ERGMs. ERGMs are a family of statistical models 
for social networks that permit inference about prominent configurations 
in the network structure, given the presence of other network structures 
(Robins 2015). Namely, ERGMs identify parameters by maximizing the 
probability of the observed network over the networks with the same 
number of nodes that could have been observed. This is conditional on a set 
of network statistics that can include node characteristics (e.g., organizational 
affiliation), edge characteristics (e.g., relationships between actors of the same 
organizational affiliation), as well as certain network structural characteristics 
or “motifs” (i.e., patterns of relationships among a small number of nodes; 
Desmarais and Cranmer 2012). The underlying assumption of ERGMs is 
that the observed network structure has emerged from an evolutionary 
process of tie formation over time, which can be explained by the com-
bination of theoretically and empirically relevant variables as well as net-
work dependency structures (Robins, Lewis, and Wang 2012). Hence even 
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a single cross-​sectional ERGM represents a snapshot of the accumulation of 
a dynamic process over time, and theory is used to guide expectations about 
what types of network structures may have evolved and how they might 
influence individual behavior (Lubell et al. 2012).

ERGMs are appealing because they provide the means to test expectations 
about how social and policy processes contribute to patterns of relationships 
in governance networks. ERGMs can test hypotheses about how individual 
attributes of actors (e.g., social values, experience), forums (e.g., mandatory or 
collaborative, level of geographic scale), or issues (e.g., severity, uncertainty) 
may influence how individual nodes are linked to the network. ERGMs also 
test structural hypotheses by exploring the relative prominence of different 
network motifs, whose over/​underabundance in a governance network may 
reflect the types of microlevel processes operating in the system. In other 
words, ERGMs assume that the global structure of a network of relationships 
is generated by microlevel processes, exemplified by motifs, which are given 
theoretical significance (Desmarais and Cranmer 2012).

The concepts of bridging and bonding social capital, which are central to 
the risk hypothesis described earlier, are an illustrative example of  
how different motifs may represent social processes. Figure 9.1 presents  
the different types of motifs that may represent bridging and bonding  
social capital across different types of networks. The motifs that measure  
bonding social capital share a structural characteristic known as “closure”  
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Figure 9.1 � Examples of bonding and bridging social capital motifs for different kinds 
of networks

Note: Shapes indicate whether nodes represent actors (circles), forums (squares), 
or issues (triangles). Lines indicate linkages among actors, forums, and/​or issues. 
Although network studies commonly distinguish between bridging and bonding 
social capital based on node attributes, for simplicity, we present motifs characterized 
based on structure alone.
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(Burt 2005), which refers to linkages that connect nodes in ways that create  
clusters. For example, both motifs in the one-​mode bonding social capital 
cell of Figure 9.1 depict triadic closure, which can enable nodes (e.g.,  
actors) to monitor each other’s behavior and otherwise encourage cooper-
ation (Berardo and Scholz 2010).

By contrast, motifs that measure bridging social capital exhibit features 
that enable exposure to diverse resources. For example, the picture on the 
left-​hand side of the one-​mode bridging social capital cell of Table 9.1 is 
called an “open two-​star”; it shows a central node with relationships to two 
nodes that do not interact. Thus, the central node will possess more infor-
mation than either of the other two nodes. This makes the central node a 
desirable network partner. Possession of many ties is typically considered a 
measure of “popularity.” The assumption is that actors prefer to connect to 
popular nodes to use them as sources of information about other actors, to 
gather information efficiently. Thus, a new node in the network will rather 
form a tie with the central node than to any other node because that tie 
allows them to access more information at once. Moreover, it is likely that 
any information or other resources transmitted to the central node via one 
of those relationships will be distinct from information or other resources 
accessed through any of the other relationships.

EGF studies extend this logic of using “closed” motifs to measure bonding 
social capital and “open” motifs to measure bridging social capital to more 
complex networks that account for more than one type of node. Examples 
of such motifs are also provided in Figure 9.1. For instance, the left-​hand 
motif in the two-​mode bonding social capital cell represents an instance in 
which two policy actors interact directly and jointly attend the same forum. 
Overlapping participation in forums helps sustain cooperation in the long 
run because actors who are involved in forums alongside their collaborators 
may perceive defection to be a particularly costly strategy to the extent that 
joint participation provides a mechanism for monitoring behavior (Berardo 
2014a).

Bridging social capital in two-​mode networks serves to foster innovation 
and exchange of information between actors across policy forums. This 
superior knowledge is capital that policy actors can leverage (Burt 2005). 
Typically, the intent of actors possessing bridging social capital is performing 
a brokerage function, thus gaining a central position in the network that may 
accrue them reputation, prestige, and legitimacy (Jasny and Lubell 2015). 
The right-​hand motif in the two-​mode bridging social capital cell depicts a 
policy actor gathering information from different, disconnected forums in 
which other participants are not collaborators of the actor. In such network 
structures, forums provide a bridging function between sets of actors who 
are otherwise disconnected, thereby enabling the transmission of new forms 
of information among policy actors.

More complex configurations arise in three-​mode networks involving 
actors, issues, and forums and in social–ecological networks involving actors, 
forums, and ecological units. The logic of bonding and bridging social capital, 
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however, remains the same: actors who seek and possess bonding social cap-
ital invest their resources into collaboration aimed at monitoring their part-
ners’ behavior and fostering common positions (e.g., in the three-​mode 
bonding social capital cell); actors who seek and possess bridging social cap-
ital leverage the superior knowledge they acquire by bridging across other-
wise disconnected entities to gain positional and reputational advantages 
(e.g., motifs in the three-​mode bridging social capital cell).

FURTHER DEVELOPMENTS OF ERGMS

Recent developments in statistical analysis of networks have extended 
ERGMs beyond models suitable for one-​mode, cross-​sectional network data. 
This enabled analysis of the increasingly complex configurations outlined in 
Table 9.1 via quantitative network models. Recently developed ERGMs 
cover bipartite (or two-​mode) networks (Jasny 2012; Jasny and Lubell 2015), 
valued networks (i.e., networks where the ties have a weight, or value, indi-
cating the strength or the importance of the tie), and multilevel networks 
(Wang et al. 2013; Wang, Robins, and Matous 2016). Moreover, Temporal 
ERGMs and Separable Temporal ERGMs allow for the pooling of network 
observations at different time points and, therefore, analysis of network evo-
lution over time (Leifeld, Cranmer, and Desmarais 2018).

Studies in the EGF literature have made ample use of the flexibility of 
the ERGM family of models. For instance, Scott and Thomas (2017) use 
bipartite ERGMs to test the determinants of actors’ choices regarding which 
collaborative forums to attend. Berardo and Lubell (2016) have extended 
the risk hypothesis to bipartite networks and found that joint actor partici-
pation in multiple forums suggests the existence of bonding social capital 
between them, as they meet across multiple venues and have opportunity 
to get acquainted with each other’s preferences; in contrast, the tendency 
of single actors to attend multiple forums suggest that they possess bridging 
social capital, which enables them to leverage information across forums, 
whether to further their own goals (R. R. J. McAllister, McCrea, and Lubell 
2014) or to improve coordination by remedying the fragmentation of the 
institutional system (Jasny and Lubell 2015).

Scott (2016) used valued ERGMs to model relationships of varying 
strength among a regional network of organizations involved in 57 collab-
orative groups and test the effect of government sponsoring of collabor-
ation on collaborative outcomes of coordination and cooperation. Multilevel 
ERGMs are widely used in the social–ecological network literature, including 
contributions addressing debates in the EGF literature specifically (Guerrero 
et al. 2015) as well as in contributions modeling collaboration between actors 
who operate at different levels of governance (Nohrstedt and Bodin 2020).

Finally, temporal network models have been used to test the assumption 
of the risk hypothesis that policy networks evolve from being driven pri-
marily by coordination –​ as actors use the network to gather information 
about the policy issue and about other actors’ preferences –​ to being driven 
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primarily by collective-​action problems of cooperation –​ as actors, having 
learned each other’s preferences, form coalitions that can be more or less 
adversarial in nature (Angst and Hirschi 2017; Berardo and Scholz 2010).

Agent-​Based and Computational Models

Agent-​based models are a useful approach to studying complex systems 
because they allow the specification of all the components of the system 
and the rules governing how those components interact. Agent-​based 
models allow observation over time and tracking of multiple parameters 
and state variables that often experience nonlinear effects and feedback. 
The researcher can easily conduct experiments with agent-​based models by 
exogenously adjusting parameters and analyzing the results for the system 
at multiple scales (e.g., microlevel individual behavior, dynamic network 
structures, macro-​level performance). Unlike real-​world polycentric systems, 
it is possible to “rewrite history” by constructing multiple versions of models 
to compare performance and explore counterfactuals. Of course, all agent-​
based models are necessarily simplifications of the real system and there is 
some limit to model complexity before researchers no longer understand 
how the model works and consumers gain no insights from the results.

Paul Smaldino and Mark Lubell collaborated on a series of papers trans-
lating the EGF into an agent-​based modeling framework. The basic idea of 
the model is to set up multiple public goods games in which players decide 
their level of resource contribution and can free ride on the benefits of 
cooperation. The players have fixed strategies about cooperation or defec-
tion, such as splitting their contribution budget among multiple games. The 
models feature a migration process where players can join and leave games 
based on the payoffs they experience each round or other parameters. The 
model can implement institutional rules to control the migration process. 
Smaldino and Lubell (2011) found that capacity constraints on how many 
actors can join a game facilitate more cooperation than player-​level budget 
constraints on how many games they can join. Smaldino and Lubell (2014) 
found that reputation-​based institutions that condition entry into a new 
game based on past cooperative behavior are even more effective at pro-
ducing cooperation. The core principle driving cooperation in these EGF 
models is the clustering or positive assortment of cooperative strategies, 
whereby cooperative strategies are more likely to interact with each other.

The benefits of the simple implementation of this model come at the cost 
of losing important features of polycentric systems that matter in the real 
world. For example, the Smaldino and Lubell models all feature games with 
same payoffs; that is, they are all public goods games. There are many types of 
social dilemmas with different payoff structures that could be implemented 
including zero-​sum games. The policy forums in real polycentric systems 
almost certainly feature heterogeneous payoffs (Lubell, Vantaggiato, and 
Bostic 2019). Similarly, the actors do not have dynamic strategies that are 
common in repeated game or evolutionary game theory and do not use 
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heuristics that apply effective strategies learned in one game to another game 
with different payoffs. The payoffs in the forums are not an explicit function 
of the types of issues considered in the forum, which vary in number and 
type in real polycentric systems. These are all core ideas in the EGF that 
could be implemented in future models.

Conclusions: Future Directions in Ecology of Games 
Research

The EGF seeks to assess how the attributes of policy forums, policy actors, 
and policy issues, and the structural relationships, among them, influence the 
key processes of learning, bargaining, and cooperation that are needed to 
address multiple, interrelated collective-​action problems in polycentric gov-
ernance systems. The EGF has spawned a burgeoning research community 
that uses a diverse set of qualitative and quantitative methods ranging from 
case studies to network analysis, to computational social science. The extant 
research, which mostly focuses on environmental governance, has started 
to produce valuable insights around some key EGF hypotheses as well as 
provide a range of other interesting results that test and expand the theory. 
However, the extant research has only started to scratch the surface; much 
more innovation in research design and analysis is needed.

From a research design perspective, we need many more comparative 
and longitudinal research projects. The existing comparative studies only 
examine a few regions, and longitudinal studies rarely feature more than 
two time periods. But the EGF assumes that polycentric systems experi-
ence evolutionary processes, which unfold over long periods of time and are 
heavily influenced by contextual features of social–​ecological systems. The 
structure of the governance systems also coevolves with policy outputs and 
outcomes, which are almost never measured in current research but of cen-
tral interest for theoretical and practical reasons. Many of the key processes 
and structures have long-​term and possibly complex dynamics such as 
feedbacks, nonlinearities, punctuations, and thresholds that are very unlikely 
to be observed in short-​term studies. Hence, what is really needed is a net-
work of social–​ecological research observatories that measure key elements 
of the EGF over long periods of time across many social–​ecological systems. 
This requires a major investment in research infrastructure as well as cooper-
ation among a large global research community.

The EGF also needs to further expand beyond environmental govern-
ance. Even though environmental governance has been a natural field of 
study given the roots of the EGF in research on polycentric governance, 
common-​pool resources, and social–​ecological systems, researchers have 
begun to apply the EGF to other policy sectors, even in contexts that might 
seem exotic to policy scientists, such as international soccer (Madison 2021) 
and Norwegian handball (Bjørndal and Gjesdal 2020; Bjørndal, Ronglan, 
and Andersen 2017). Simple introspection should be enough to realize that 
polycentric systems are a fundamental feature of all policy domains: health, 
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education, criminology, agriculture, among others. The various research 
design, measurement, and analysis methods summarized in this chapter can 
be easily exported to other policy domains.

The EGF could also benefit from advanced social science methods that 
are making important contributions to understanding causality in different 
fields: mathematical models, causal inference methods, and experiments. 
Mathematical models would seek to represent key EGF processes with sets 
of equations and could present closed-​form solutions based on equilibrium 
or optimization concepts. Mathematical models are typically extremely sim-
plified representations of the system, which is desirable from the perspective 
of parsimony but is challenging in the face of the complexity of polycentric 
systems. Since the very name of the EGF implies strategic interaction, formal 
game theory models would be a particularly attractive approach. Indeed, 
some of the agent-​based models described earlier do embody a game theory 
approach by modeling a network of multiple public goods games.

Twenty-​first-​century social science has experienced a revolution in 
the analysis of causality and the development of causal inference methods 
(Winship and Morgan 1999). Causal inference methods approximate experi-
mental methods by attempting to identify some type of “treatment effect” 
in comparison to a statistically constructed counterfactual. This is conceptu-
ally easy to understand when there is some type of endogenous “treatment” 
like participating in a policy program. But as examples of complex adaptive 
systems, polycentric systems are characterized by complicated causal 
relationships and feedback that unfold at multiple time scales, including the 
coevolution of network and institutional structure with the social processes of 
learning, bargaining, and cooperation. It is difficult to imagine a “treatment” 
in the context of the EGF, for example, isolating policy participation in one 
policy forum as a treatment while holding other policy forums constant 
at a particular point in time. In a particular system, such as the California 
Delta, one finds it difficult to imagine a counterfactual such as what would 
have happened without the large-​scale collaborative program like CALFED 
(Lubell, Gerlak, and Heikkila 2013). Computational and mathematical 
models provide some basis for analyzing causality by tracing processes and 
equilibrium outcomes under different assumptions and parameter settings. 
ERGM and other network methods are also amenable to simulations that 
could explore how different types of network configurations might plausibly 
link to EGF hypotheses. However, more creative research design is needed to 
apply such modern causal analysis methods to empirical systems.

Experiments are another method for analyzing causality but are also 
challenged by the complexity of polycentric systems. There have been 
some useful small laboratory experiments where subjects participate in 
multiple games or made decisions in the context of exogenously imposed 
network structures or network structures that evolve endogenously in 
response to subject decisions. Many of these experiments at least implicitly 
consider EGF concepts, but more thought could be put into designing 
experiments to explicitly test EGF hypotheses. Other possibilities include 
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survey experiments that manipulate aspects of the EGF, for example, by 
including “treatments” that propose different types of forums for addressing 
a new collective-​action problem. Perhaps even field experiments are pos-
sible, for example, by randomly selecting the intervention of a new actor 
like a development nongovernmental organization across a set of regions 
facing similar collective-​action problems in which field research has 
measured the extant structure of the EGF. Similarly, one might consider 
randomly selecting regions to receive the “treatment” of a new collabora-
tive governance process or other type of planning process like a vulner-
ability assessment and its resulting effects on the structure and function of 
a polycentric system.

The EGF approach to the study of polycentric systems has developed 
a rich research tradition especially in the context of environmental policy. 
EGF research relies on a diverse set of qualitative and quantitative methods 
that have been triangulated to test some core hypotheses and develop initial 
consensus on some common knowledge about the structure and function 
of polycentric systems. But even with existing methods, a no-​brainer con-
clusion of this chapter is that we desperately need more research –​ com-
parative and longitudinal, and extended to a broader range of policy sectors. 
Future research will benefit from a stronger integration of more formal 
social science approaches such as mathematical models, causal inference, 
and experiments. We are optimistic that this chapter can help stimulate such 
research, which is especially important given the demonstrated ubiquity of 
complex, polycentric systems in real systems throughout the world. If society 
hopes to make these systems more resilient, sustainable, effective, and equit-
able, we need a stronger understanding of how they actually work.
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10	� The Evaluation and Advancement 
of Policy Process Research

Christopher M. Weible and Samuel Workman

Introduction

This volume arises from the argument that advancing policy process research 
requires the interplay of theories and methods and their ongoing and itera-
tive advancement. We use “methods” generally to refer to the systematic 
techniques or tools (e.g., research design, data collection, data analysis) to 
apply theories of the policy process and their concepts.1 This volume is also 
about the justifications or rationales for using such techniques and tools, 
often termed “methodology” (Gerring, 2001; Blaikie, 2007).

As an equally important text to Theories of the Policy Process, the Methods of 
the Policy Processes brings attention to how we “apply” theories. When we talk 
to students or any scholar new to the study of theory-​based policy process 
research, they are often unsure of what it means to “apply” a theory. To help 
convey what it means to apply a theory, we have used metaphors to help the 
reader understand how this occurs. Paul Sabatier, for example, used the term 
“lenses” to suggest that we use different theories to view and simplify aspects 
of the world through languages of concepts, assumptions of causalities, and 
arguments of how these concepts interact under various conditions (Sabatier, 
1999a).

Thus, applying a theory means using one to help make sense, under-
stand, describe, explain, and contribute knowledge about policy processes 
and, perhaps, inform their politics and governance. Of course, we hold much 
of the knowledge gained through these efforts as individuals and groups. 
However, even more importantly, the knowledge gained from empirical 
applications, we at least try to incorporate back into our theories (including 
their ontologies and related epistemologies) and methods (including their 
associated methodologies). In other words, our theories and methods –​ at 
least in the portion of policy process research represented in this volume –​ 
serve as reservoirs of knowledge. Hence, we pay attention to, and are con-
scious of, how we apply and develop them.

Policy process research seeks to contribute knowledge about the 
interactions that occur over time between public policies and the surrounding 
actors, events, contexts, and outcomes. When any of us observes policy 
processes, we partly form our understandings from our life experiences, 
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mental faculties, or what some might call “common sense.” However, the 
scientific method sets policy process research apart as a social science. As we 
discuss in this chapter, the scientific method has provided a means to con-
duct research and justify knowledge claims. Yet, the way we use the scientific 
method often departs from the textbook models, creating a gap between 
what we say and what we do. This chapter aims to close this gap.

We begin this chapter by summarizing what it means to design policy 
process research by recapping the chapters. Next, we return to this field’s 
scientific method, evaluate it, and describe some of its challenges. We then 
ask the pointed question: how can we do better? Finally, we respond by 
stating the principles for good scientific research for this field and offering 
ideas for advancing it. In all, policy process research has contributed to our 
knowledge about policy processes. However, while we brought the need 
for better theories to the foreground, we also pushed to the background 
the need for better methods. Our argument is not that we should elevate 
one over the other. On the contrary, we need to promote both, which inev-
itably entails returning to the foundations of our science. Thus, to ensure 
continued contributions in knowledge, we need to engage our ontological, 
epistemological, methodological, and methods orientations.

Summarizing Methods Across the Theories

We began this volume with a roadmap for reasoning, essentially a set of 
strategies for thinking about the chapters. This roadmap includes (1) research 
questions and scope, (2) research design as comparison, (3) measurement, and 
(4) tools of analysis. In surveying the chapters based on these strategies and 
the subcategories within them, several themes emerged within and across 
chapters. We summarize these themes immediately below.

First, we see commonalities across the chapters. Despite some of the the-
ories emerging in some topical areas and favoring those areas in the past, 
today, all theories show comprehensive coverage of different topics. For 
example, although the Advocacy Coalition Framework has numerous studies 
involving environmental and energy issues, it now covers the gamut.

Second, we see differences across chapters in their level of governance. 
Punctuated Equilibrium Theory, for example, focuses on agendas and 
outputs of policymaking venues with generalizations drawn to the political 
system (and sometimes subsystems) (Workman et al., 2021). Innovation and 
Diffusion (Karch, 2021) and the Ecology of Games Framework (Lubell et al., 
2021) represent other approaches that focus on the policymaking venues 
and how they operate in concert. In contrast, the Institutional Analysis and 
Development Framework (Schlager et al., 2021), the Advocacy Coalition 
Framework (Henry et al., 2021), and Multiple Streams Framework (Herweg 
et al., 2021) all deal with the loci of political activity of the action situ-
ation, the policy subsystem, and the policy community, respectfully. For these 
three approaches, the analysis can be at almost any level of governance. The 
Narrative Policy Framework deals with micro, meso, and macro levels of 
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analysis, though most research deals with the former two (Jones et al., 2021). 
Similarly, Policy Feedback Theory spans governing institutions (including 
actors and elites), interest groups and organizations, and mass publics (SoRelle 
and Michener, 2021).

Third, the methods vary in dealing with comparisons with some relation-
ship between scope and comparability. For example, Punctuated Equilibrium 
Theory focuses on a policymaking venue mainly at the national level of gov-
ernance, enabling relatively easy and direct comparison across countries, as 
reflected in its established methods in the Comparative Agendas Project.2 In 
contrast, approaches that deal with multiple venues simultaneously, policy 
subsystems, policy communities, and action situations conduct work com-
paratively. However, given that their units of analysis are harder to identify 
and vary across contexts, they face additional hurdles in generalizing their 
results. Similar arguments emerge about Policy Feedback Theory; its focus 
on understanding the resources and interpretive effects on society makes it 
hard to conduct comparatively using the same methods.

Fourth, one of the principal challenges in policy process research, akin to 
many social sciences, is creating, developing, and communicating concepts 
and, ultimately, measuring them. We see these challenges across all theories. 
However, the challenge is starkest in all the theories except Punctuated 
Equilibrium Theory, which tends to measure topics and budgets to draw 
inferences about other concepts. The challenge in measurement reflects the 
need to share survey, coding, and interview instruments. Indeed, over the last 
decade, we have seen significant advances in coding narratives (Shanahan 
et al., 2018) and institutions (Siddiki et al., 2019). While there are many ways 
to advance our science, developing best and established practices in methods 
is undoubtedly one of them, as we elaborate further below.

Fifth, given the value of quantitative and qualitative methods in providing 
more comprehensive forms of knowledge, we find the potential to conduct 
both in all theories. Still, some theories lean toward one over the other. The 
most balanced approaches tend to be Institutional Analysis and Development 
Framework, the Advocacy Coalition Framework, and the Narrative Policy 
Framework. These three have many qualitative and quantitative applications. 
Leaning more qualitative and needing more quantitative methods are the 
Multiple Streams Framework and Policy Feedback Theory. Leaning more 
quantitative and needing more qualitative methods are Ecology of Games 
Framework, Punctuated Equilibrium Theory, and Innovation and Diffusion. 
Of these, Innovation and Diffusion might be of the most significant need 
for qualitative analysis of its posited causal mechanisms. All theories could do 
better quantitatively and qualitatively, yet we know that the gaps are wider in 
some than others. Additionally, all theories call for more and better quanti-
tative and qualitative methods; the question now is who will answer the call.

Finally, the theories differ in their tendency to balance reliability and 
validity. Corresponding to the theories’ leaning toward quantitative and 
qualitative approaches, theories that lean toward quantitative methods favor 
reliability over validity. Theories that lean toward qualitative methods favor 
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validity over reliability. Theories that lean toward both quantitative and 
qualitative methods tend to balance them. Given that reliability and validity 
serve as indicators of quality, the lack of growth in areas that run counter 
to the leaning of any given research program might be because of their 
favoring reliability over validity or vice versa in the conduct of their research 
or in reviewing others’ research. We return to the importance of cultivating 
diverse research programs later in this chapter.

Scientific Principles for Contributing Knowledge to 
Policy Process Research

Social science involves using scientific processes or methods for forming 
understandings and knowledge about people and their interactions with each 
other and the world. Recognizing the multiple ways of conducting social 
science and the tendency for some to approach the underlying assumptions 
with indifference, hesitation, and ambivalence, we offer what we consider 
four general scientific principles for contributing to knowledge about policy 
process research (see also Table 10.1).

1	 Transparent methodological pluralism based on justified best practices (at a min-
imum) and established practices (at the maximum).

Methodology refers to the rationales for choosing particular methods for 
empirical inquiry (Gerring, 2001; Hay, 2002; Blaikie, 2007). For policy pro-
cess research, our fundamental methodological question is: How can we know 
policy processes, and what are our rationales for doing so?3

To answer this question, the research programs associated with each 
policy process theory employ methodological pluralism. As described by 
Little (2016, p. 231),

For any given empirical question, there will be a variety of methods on  
the basis of which to investigate this problem. And, ideally we should  
select a set of tools that are well suited to the particular characteristic of  
the problem at hand. In other words, analysis of the situation of scientific  
research into the unknown would suggest methodological pluralism. We  
should be open to a variety of tools and methods and should design  

Table 10.1 � Scientific principles for contributing knowledge in theory-​based policy 
process research

1. � Transparent methodological pluralism based on justified best practices and established 
practices

2. � Bounded epistemological pluralism transparent in justifying contributions to knowledge
3. � Bounded ontological pluralism with transparency in its creation, structure, and continuation
4. � Diversity in theory-​based research programs
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research in a way that is closely tailored to the nature of the empirical  
problem.

More simply, this first principle points to the openness to various methods 
and the need to justify their uses (see also Gerring, 2001).

The methods associated with policy process theories include embra-
cing varied relationships between researchers and their phenomena, from 
basic science where researchers detach themselves from their subjects to 
various forms of engaged scholarship, such as co-​producing knowledge, 
ethnographic approaches, and advocacy (Van de Ven, 2007). Our methods 
incorporate various research designs, from natural experiments to one-​shot 
case studies or field research to computational simulations, such as agent-​
based modeling. They involve quantitative to qualitative approaches done 
abductively, inductively, and deductively. Data sources can vary from pri-
mary sources, such as observations, surveys, and interviews, to secondary 
sources, such as public documents, social and news media, and other official 
records. Our analyses correspond with our data, from quantitative to quali-
tative techniques. Lastly, the research programs centered on the theories in 
this volume have conducted their research using a combination of the above 
through mixed methods and efforts of triangulation.

The foundational stone that grounds methodological pluralism is transpar-
ency, which requires methods open to scrutiny and replication. Transparency 
echoes longstanding norms where “the procedures are public” (King et al., 
1994, p. 8) to “be clear enough to be proven wrong” (Sabatier, 1999b, p. 5). 
The importance of transparency lies in its potential to invite evaluation, criti-
cism, and replication. In other words, it enables us to learn from each other, 
including our rights and wrongs. It includes efforts of falsification and error 
seeking. Thus, we should be clear in stating the assumptions and rationales 
for a research design. We should make as public as possible any adjustments 
while implementing our research and how we created and used interview 
protocols, survey instruments, or code forms and analyzed the data.

While the choice and justification of methods depend partly on the 
research question or objective, resource availability, and the researchers’ values, 
skills, and preferences, methodological pluralism must occur with a justifi-
cation of the choice of methods in conducting any empirical inquiry. Our 
justifications can rely on established social science procedures. For example, 
the selection of case studies in a research design might invoke Gerring 
(2006). Alternately, our justification might rely on a more realistic version 
of the scientific method that adheres to the established procedures of doing 
science while mitigating its known flaws, inconsistencies, and liabilities.

Our justifications also might rely on –​ or even better improve on –​ a 
theory’s best practices and established practices. “Best practices” refer to 
the general guidance, ideas, strategies, and approaches currently used in 
applying a theory in a given context that is considered adequate, at least 
for now. Every theoretical chapter in this volume offered best practices. 
“Established practices” refer to well-​specified methods used in theory for 
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data collection and analysis in a given context. Punctuated Equilibrium 
Theory’s Comparative Agendas Project provides an excellent example of an 
established practice. Not every theory offers established procedures for appli-
cation, yet all of them should strive for them.

This volume offers the first compilation of the best and established 
practices for the most established theories of the policy process. By ele-
vating these practices, we want to promote communication on methodology 
and methods and, thus, provide opportunities to contribute knowledge in 
these areas. At the same time, we want to avoid establishing rigid ortho-
doxies in methodologies or methods. The spirit behind making these best 
and established practices public is sharing what we know about applying the 
theories to do better in the future.

One inevitable challenge in championing transparency is avoiding dog-
matism that might limit our choice of methods and, thus, our forms of 
knowledge. We often invoke transparency in supporting some research while 
denouncing others, especially studies that differ in balancing the tradeoffs 
between validity and reliability. For example, we might reward the reliable 
coding techniques for policy narratives under the Narrative Policy Framework 
(Shanahan et al., 2018) and institutional statements under the Institutional 
Analysis and Development Framework (Siddiki et al., 2019). Contrariwise, 
we might mistakenly overlook or critique approaches that emphasize val-
idity over reliability, such as some research under Policy Feedback Theory. 
Our point is not to forgo reliability for validity or vice versa. Our point is to 
recognize the tradeoffs and know that some research might favor one over 
the other and maintain receptivity to different methodologies and methods.

2	 Bounded epistemological pluralism transparent in justifying contributions to 
knowledge.

Epistemology is the study of knowledge (Hay, 2002; Blaikie, 2007). It 
directs us to ask a fundamental question about what it means to advance 
policy process research: what can we know about policy processes, and how can we 
justify our understanding (beliefs) about policy processes? More generally, epistem-
ology raises questions of what we know and how we know it. We can think 
about our knowledge about policy processes by the words in our research 
questions: who, where, what, how, and why. Ultimately, elevating challenges 
in epistemology entails what it means to build or contribute knowledge 
about policy processes as individuals and groups. Consistent with methodo-
logical pluralism, a form of epistemological pluralism ensues for supporting 
multiple ways of contributing to understanding and, hence, numerous ways 
of knowing. Such conditions of epistemological pluralism correspond to 
similar developments in interdisciplinary research that support diverse forms 
of knowledge, which are research efforts paralleling our own (e.g., see Miller 
et al., 2008).

The epistemological orientation of policy process theories traditionally 
relies on a combination of empiricism and falsificationism as part of their 
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traditional scientific method. Often equated with the positivist paradigm,  
this traditional scientific method entailed iterative or cyclical iterations 
between theories and derived hypotheses, empirically testing hypotheses, 
confirming or refuting those hypotheses, and confirming, updating, or 
refuting our theories.4 The underlying assumption was that our truth claims 
would be tentative as long as theories and hypotheses remained unrefuted.

This epistemological orientation influenced our methodologies and 
methods as well as our norms of the field, as captured in the phrase to 
“be clear enough to be proven wrong” (Sabatier, 1999b, p. 5). Accordingly, 
the methodology favored objectivity of the researcher with distance from 
their subjects and overcoming biases with inter-​subject reliability tests. 
Using this scientific method, we relied on its conceptual language and causal 
assumptions. We posited conceptual interactions in our theories to simplify 
the world, describe and explain it, and make inferences or sense of it.

In practice, the epistemological orientations deviate from the traditional 
positivist paradigm by drawing on ideas from a combination of neorealism, 
rationalism, even some features of constructivism and conventionalism, along 
with the traditional empiricism and falsificationism (Blaikie, 2007). This 
deviation holds in policy process research as a whole and even within the 
same theory.

These diverse epistemological orientations have emerged for several 
reasons. They result from the inevitable changes in practices from the flaws 
in verification and falsificationism (see, for example, Hawkesworth, 1992).5 
They result from deliberate modifications to critical rationalism, such as 
implementing Lakatos’ (1970) ideas in supporting our research programs. 
They result from the aforementioned changes in the relationship between 
researchers and the researched phenomena, including engaged scholarship 
and reflexivity (Van de Ven, 2007). They result from the recognized absence 
of covering laws yet the possibilities for some patterns, such as the likely 
tendency to find stochastic regularities rather than deterministic point 
predictions (Jones and Baumgartner, 2005; Little, 2016). They result from 
the growing unease with objectivism in our science, from challenges in 
descriptive inferences in our measures to the theory-​laden dependence of 
our knowledge. Moreover, they result from the increasing recognition in 
the presuppositions we bring to our research and the influence our theories 
bring in shaping the language we use, what we then see and think, and how 
the effects of our language feedback into our theories and knowledge.

In the philosophy of epistemology, knowledge claims have been associated 
with a statement or idea that is factual, believed with confidence, and justi-
fied (Blaikie, 2007). However, the underlying arguments about the notion of 
justified-​true-​beliefs remain unsettled and debated (e.g., Gettier, 1963), and 
waiting for resolution of these issues is not our best strategy. Exacerbating this 
problem, theories of the policy process serve as reservoirs of knowledge and 
a means for communication to students and new and experienced scholars 
inside and outside the field. We update these theories based on the accu-
mulation of empirical evidence and, sometimes, reasoned argumentation, as 
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found in the multiple iterations of Theories of the Policy Process. More critically, 
how this updating happens is often unclear and typically subject to the the-
oretical leaders found among the authors of this volume and Theories of the 
Policy Process. One of our recommendations is to clarify how this updating 
occurs.

Time to bring attention to our epistemological orientations and the 
question of what we can know about policy processes, and how can we jus-
tify our understanding (beliefs) about policy processes? Relevant to policy 
process research, our knowledge is implicitly or explicitly comparative and 
contributes to knowledge claims through three major pathways: (1) multiple 
direct observations of a phenomenon, (2) descriptive and causal inferences 
of unobserved phenomena based on multiple indirect observed evidence, 
and (3) making sense of the world by various constructs or constructions 
of a phenomenon (King et al., 1994). In all three, transparency entailing 
an openness to scrutiny and some degree of replicability should guide the 
methods. We can also describe the knowledge claims by their tentativeness, 
uncertainty, and generalized or localized tendencies. In all three pathways, 
knowledge claims become more convincing with evidence conducted by 
a diversity of researchers and drawn from a plurality of methodologies and 
methods that span varied contexts.

Punctuated Equilibrium Theory provides a good illustration of the first 
two pathways. It offers transparent methods with multiple instances of 
observations of patterns of punctuated and incremental change in agendas 
and public policies over time. It provides inferences about unobserved 
causal mechanisms via slip-​stick dynamics and bottlenecks in attention 
drawn from empirical evidence outside of this field about the faculties of 
human and organizational information processing. It is also conducted by a 
diversity of scholars in varied contexts. This is an example of a theory that 
“discovers” something about policy processes. Multiple Streams Framework 
provides a good illustration of the third with its concept of “policy 
windows” or “windows of opportunity.” The three streams and multiple 
indicators within each plus the policy entrepreneur constitute the defin-
ition of a policy window, making its general hypothesis more definitional 
than causal. We do not observe windows of opportunity directly or infer 
them from data. Instead, we identify components of the different streams 
and policy entrepreneurs to make claims about the presence of a window of 
opportunity, usually post hoc. In essence, the Multiple Streams Framework 
“creates” windows of opportunity to make sense of an otherwise complex 
policy process.

While we agree with Sabatier (1999a) about the unfalsifiability of the 
general hypothesis in the Multiple Streams Framework, we disagree that this 
is a significant flaw. Indeed, many hypotheses in Theories of the Policy Process 
are unfalsifiable. Instead, the Multiple Streams Framework’s policy window 
concept contributes to our knowledge by helping us make sense of complex 
policy processes that otherwise baffle our minds and limit our attempts to 
engage. Such a contribution is good enough for us.
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We, thus, build knowledge from a practical scientific method that uses 
hypotheses, propositions, principles, and other relational forms involving our 
concepts to falsify, verify, or help make sense of our surroundings. In other 
words, our theories primarily aid us in communicating something about 
the world that allows others to argue for or against, to confirm or refute, 
and view as more or less helpful in making sense of policy processes. This 
practical scientific method then becomes more about being transparent and 
open to scrutiny and replication to others in the research community than 
about strict adherence to the assumptions inherent in the traditional scien-
tific method.

Becoming open to a pluralistic epistemology that supports multiple 
ways of knowing also helps keep us from learning in only one way. Yet, its 
boundedness reminds us that understandings are possible in generalizable and 
localizable forms while avoiding strict or extreme relativism. Our epistemo-
logical transparency means we need to be clear in our knowledge-​making 
processes. We can then sometimes conduct our science for science’s sake in 
contributing to theories and methods in making bounded yet generalizable 
claims and for practical purposes in helping understand localized knowledge 
claims in a particular locale and possibly to inform its policy processes.

Translating justifiable knowledge of our research into reservoirs of know-
ledge in theories and methods remains an important challenge. In other 
words, how are the chapters in this volume and the Theories volume revised 
and updated? First, it should involve more than one person (but probably 
not everyone). Second, it should lay out the evidence supporting the know-
ledge claims used to update a theory or method. Third, it should describe the 
processes by which this happens. Lastly, our epistemological norms must be 
transparent open to scrutiny, not just to the research program that supports a 
theory but also to people outside it. Indeed, the best way to mitigate threats 
to the scientific method and ensure contributions to knowledge is transpar-
ency and engagement by a diversity of scholars who continue to ask why 
they should believe the claims of study or studies and what justifications 
support such claims.

3	 Bounded ontological pluralism with transparency in its creation, structure, and 
continuation.

Ontology is the study of being, what is, or what exists (Hay, 2002; Blaikie, 
2007). We ask the following ontological question: What is the nature of policy 
processes? The ontology of the policy process includes issues of what exists 
and what are their attributes and interactions. Policy process theories have 
served as this field’s ontologies but without referencing it as such (exception 
includes Poteete et al., 2010). However, by not exploring some of the more 
basic ontological questions, our theories have not developed as much as they 
could have.

As examples of midrange theories (Merton, 1967), each policy pro-
cess theory specifies their most valuable types of questions and contexts 
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for applications as part of their scope. In their descriptions of the nature 
of policy processes, theories inevitably involve a language in concepts that 
enable communication within a research program. Such languages also influ-
ence what we observe in conducting our research and are informed and 
revised by our research. Our concepts also do not all serve the same functions. 
Some serve as phenomena to measure and study, others serve to help direct 
research design, and still, others serve to help infer patterns without direct 
measurement. We postulate interactions among some concepts in hypotheses 
or other types of relational forms, such as propositions or simply in argumen-
tation. Ontologies include causal drivers, like assumptions of agency in the 
“model of the individual” and the interplay between agency and structure. 
Following Little (2016, p. 2), “Ontological thinking is really a form of empir-
ically informed theorizing, at a fairly abstract level.”

In policy process research, we see a combination of various forms of 
objectivism or realism (critical, shallow, conceptual, cautious, depth, and 
subtle) and hints of moderate idealism (Blaikie, 2007). These ontologies gen-
erally assume the existence of an external world but vary in this world’s 
characteristics with the researcher (e.g., dependence vs. independence), its 
observables and unobservables, its underlying structures and mechanisms, 
and its commonalities and differences in its generalizations. Additionally, 
ontological pluralism helps avoid boxing in the field by a rigid ontology that 
constrains methodologies, methods, epistemologies, and knowledge about 
policy processes. Any differences and inconsistencies in ontologies then serve 
as points of tension and argumentation about the nature of policy processes 
and help maintain skepticism about where we are and where we are going. 
Yet, we also bound our ontological pluralism away from extreme idealism 
that essentially denies existence (atheistic idealist).

Some ontological assumptions used in policy process research necessi-
tate mindfulness and tolerance of their assumptions. For example, in con-
trast to a shallow realist’s association with naturalism or the unity of science, 
the human-​based systems in policy processes differ from natural systems 
(e.g., Hawkesworth, 1992; Flyvbjerg, 2001; Little, 2016). People’s thoughts, 
motivations, understandings, norms and rules, and cultures separate policy 
processes from natural systems. Following Little (2016), differences occur 
in the heterogeneity within concepts, the characteristics (e.g., consistency) 
of any presumed causality, the ongoing plasticity over time, and the con-
tingency of behaviors, either observed in points in space and time or in 
distributions in space and time. This is one of the reasons for the absence of 
covering laws in policy process research.

However, despite the differences between social and natural systems, some 
concepts, methodologies, and methods used in natural systems can help 
research policy processes. For example, we might adopt research techniques 
from the natural sciences wherein we try to detach ourselves from the phe-
nomenon, use quantitative methods of data collection and models of analysis 
at elevated levels of abstraction, assume stability in our concepts over time, 
and allow internal heterogeneity within concepts. We might then identify 
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broad regularized patterns across space and time. Such a study might assume 
many if not all of the assumptions of a shallow realist. At the same time, for 
example, epistemological and methodological pluralism allows us to explore 
the same phenomenon using more in-​depth case studies, perhaps, using a 
form of engaged scholarship and ethnographic qualitative methods, where 
we assume human heterogeneity, cognitive frailties, and tendencies to con-
struct realities as found in a cautious realist ontology. While these arguments 
resemble mixed methods and triangulation, we emphasize the healthy tension 
between and needed tolerance of different ways of conducting our science 
to capitalize on ontological, epistemological, and methodological pluralism.

The original creation of theories plants the seeds of their assumptions, 
concepts, and purposes in their ontologies, thereby creating the founda-
tion for any future adjustments. All the theories in this volume emerged 
in the United States by western scholars and, thus, have embedded demo-
cratic values, interest-​group pluralism, western culture, and even the person-
alities and styles of scholarship of their creators. These foundations have been 
recognized as a source of challenges and opportunities. Even within the con-
text of the United States, how the theories emerged often established their 
particular ontological structures. Prime examples include national-​level ana-
lyses based in Washington D.C. in creating the foundations of the Multiple 
Streams Framework and its assumption of independent streams and the 
subnational studies primarily based outside of Washington D.C. that helped 
inspire the Advocacy Coalitions Framework and its definition of policy 
subsystems. Our point is not to use the creation stories of the theories as a 
reason to block their development or use but rather to continue to explore 
how these baseline characteristics of each theory continue to play out in 
their ongoing comparative applications.

The building blocks of the structure of any theory and its ontology are 
its concepts. For any given theory, the concepts represent phenomena of 
importance and, to various extents, what exists. Thus, learning a theory 
entails learning its concepts and the language therein. As mentioned, these 
concept-​based languages affect what researchers see in the conduct of empir-
ical inquiry (i.e., it forms the theory’s lens), and updating and changing these 
concept-​based languages signifies one-​way theories grow and change. We 
sometimes measure these concepts directly and interact them to describe, 
explain, or make sense of policy processes. Other times, we do not measure 
concepts directly while using them to help explain something unobserved 
about the policy processes to make inferences. For example, Punctuated 
Equilibrium Theory does not measure its core concept of “attention” dir-
ectly in cognitive fabric but instead measures topic frequencies and then 
infers shifts in attention through changes in these frequencies over time. In 
contrast, approaches, such as the Narrative Policy Framework, the Advocacy 
Coalition Framework, and the Ecology of Games Framework, focus on meas-
uring core concepts, such as narratives, coalitions, and games, without much 
inference to other concepts. All the theories in this volume can improve by 
clarifying the function of the concepts in their ontologies: what concepts are 
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observed and measured directly, what concepts are unobserved and measured 
indirectly, and what concepts are used to describe or explain.

The ontology of a theory also involves structures and layering. Most 
theories incorporate aspects of Lakatos’ (1970) hardcore (stable theoret-
ical assumptions) and protective belt (adaptable hypotheses). Ideally, while 
refuting and confirming hypotheses in the protective belt, a research 
program separates progressive adjustments that add theoretical descrip-
tive and explanatory power from degenerative adjustments that rationalize 
counterevidence and do the opposite. Similarly, some theories organize 
themselves based on the “framework-​theory distinction” (Ostrom, 2005). 
Unlike the generic term “theories” used thus far, the framework-​theory dis-
tinction renders frameworks and theories specific meanings. A framework 
provides the foundation for a research program via general assumptions, 
working concepts and vocabulary, fundamental conceptual interactions, and 
the scope of relevant questions and problems (similar to Lakatos’ hardcore). 
Theories provide more refined concept interactions, often in hypotheses 
for particular settings (similar to Lakatos’ protective belt). This distinction 
strengthens the portability of frameworks and the adaptability of theories, 
as found in the Advocacy Coalition Framework and Institutional Analysis 
and Development Framework. A framework’s generality allows researchers 
to explore its concepts differently, incorporate new concepts, and investi-
gate novel concept interactions, often using inductive or even a modified 
approach to grounded theory.

Our theories continue to grow and adapt in part from empirical research. 
We update them by adding new concepts and sometimes relate those 
concepts to new hypotheses. As discussed, the epistemological justification 
for contributing to our knowledge from our research has not been well spe-
cified or transparent. The same concern also lies in the continued growth 
of the ontologies associated with our theories. We see revisions of theories 
based on empirical evidence drawn from multiple cases, contexts, sources of 
data and forms of analysis, and researchers. However, we also see revisions 
to theories based on essentially no empirical evidence but instead based on 
reason, argumentation, and sometimes hunches. This is a serious issue as we 
often confuse our theoretical ontologies with our knowledge. While we can 
support various ways to revise our theories, we should practice transparency 
in how we do it.

4	 Diversity in theory-​based research programs.

People create, maintain, and advance policy process theories or destroy 
them through neglect and poor judgment. They define what it means to do 
science in this field and what counts as knowledge. This echoes notions of 
science as a “social enterprise” (King et al., 1994, p. 9) and the importance 
of people in our research programs (Laudan, 1978). It relates to ongoing 
challenges in how we engage the scientific process, such as questions about 
replication (Bird, 2020), pathologies of groupthink in the peer-​review 
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process (Resnik and Smith, 2020), and issues associated with scientific 
paradigms (Kuhn, 1962). It relates to ongoing issues of science and society 
from democratizing science (Nowotny, 2003) to the socio-​political-​cultural 
interdependence of scientific knowledge and, hence, the emergence of post-​
factual politics (Durnová, 2019).

The implication is that our theories are not just out there, neither unchan-
ging nor independent. Along with revising them based on our research and 
the research of others, we interact with them in teaching, research, and 
discussions with academic and nonacademic audiences. We, thus, bring to the 
theories personal ontologies based on our lived experiences, values, iden-
tities, skills, proficiencies, cultures, and more.

Thus, theories act not as the sole research guide but also in conjunction 
with us, as individuals and groups. We see this in students who use their lived 
experiences to question the integrity of theories. Consequently, through 
their dissatisfaction and skepticism, students often conduct their research to 
explore existing concepts in new ways or bring new concepts from their lived 
experiences. In other words, our engagement with theories becomes one of 
the reasons for their growth, and our absence becomes one of the reasons for 
their demise. The point is not to forgo techniques for achieving reliability 
(e.g., inter-​coder reliability) but to recognize the benefits of the diversity of 
the people in any research program to continue the growth and develop-
ment in our theoretical ontologies (as well as our epistemologies, method-
ologies, and methods). Equally important is incorporating people outside 
our research programs through practicing engaged scholarship, breaking the 
barriers between theories, or working in interdisciplinary teams.

How Can We Better Our Science?

Given the principles above, the following list serves as some of the ways to 
improve our science.

1	 Develop and promote best and established practices in methods. The raison d’être 
of this volume is to provide an opportunity for the leading scholars of 
the most established theories of the policy process to state their best 
and established practices in methods and –​ these practices yet exist –​ 
to encourage them to propose what they might be. The underlying 
rationale is simple: through clearly articulated methods and associated 
methodologies, we might provide a baseline of what is known today in 
hopes of doing better in the future.

2	 Develop transparent epistemological norms to justify knowledge from our 
research and to update our theories and methods. Plenty of research is being 
conducted under the theoretical umbrellas found in this volume and 
published in peer-​reviewed journals and books. Obscurity remains in 
what of this research becomes noticed or unnoticed, valued or devalued, 
and, ultimately, legitimate or illegitimate in contributing to knowledge 
and a part of updating theories and methods.
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3	 Clean and clarify our theories’ ontologies, particularly the functions of concepts, 
the sources and reasons for including concepts, and the rationale for their 
interactions, by reason, empirical evidence, or hunches. Our theories have been 
updated and revised over time. As mentioned, these changes occur for 
various reasons, including responses to empirical evidence, responses to 
criticisms and ambiguities, hunches, and values of priorities of the the-
oretical leaders. The problem is that we now have theories that can make 
strong claims about the world based on solid empirical grounds and 
claims without such foundations.

4	 Engage and leverage the inherent tensions in pluralistic ontologies, epistemologies, 
methodologies, and methods inherent in policy process research. This chapter 
characterizes policy process research as practicing pluralism in its meth-
odologies and methods and its ontologies and epistemologies. Such 
assumptions provide a foundation for interdisciplinary scholarship and, 
thus, aptly offer a useful way to think about the foundations of our 
science. It creates tensions, a need for tolerance, and a source for our 
debates, which we encourage and welcome.

5	 Keep developing diversity in the research programs. The engine of growth is 
the diversity of people in the theoretical research programs. It recognizes 
the varied ways of doing and knowing and how life experiences con-
tribute to the types of questions we ask and how we answer them. Just 
as important, it contributes to a sense of community and belonging that 
encourages long-​term commitment and engagement.

6	 Maintain transparency. The bedrock of science remains transparency that 
coincides with an openness to scrutiny, a willingness to share rights and 
wrongs, and a desire to learn from each other.

Bring Ourselves into Our Research and Our Art into Our Science

American Chef Thomas Keller once quipped: “A recipe has no soul. You, as the 
cook, must bring soul to the recipe.” Keller’s choice of the word “soul” is essential. 
It refers to the energy and personal touch that the best chefs bring to their 
recipes and, hence, to the meals they serve. Chefs who put aside themselves 
will lack a noticeable quality and distinctness in what they make.

Like the soulless chef, we often teach our students the scientific method 
in a way that emphasizes a restraint of themselves for fear of showing their 
personal biases. This leads people to apply theories dispassionately, sometimes 
becoming mechanical and robotic. They look to a theory’s ontology for 
thinking about the world and its methodologies and methods for studying it. 
However, in doing so, they also lose the energy and personal touch that makes 
them human and the source of their imagination and creativity. Theories 
then become the “shackles” that inhibit what they observe in the world, 
what they bring to science, what advancements they achieve in contributing 
to knowledge, and what fulfillment they experience in their careers.

We mention students in the previous paragraph, but the logic also applies 
to new and established scholars. Take anyone and give them all the knowledge 
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embedded in our theories and methods –​ without their imagination, ideas, 
and creativity, they might produce, but their contributions to science will 
likely be stale and trifling. Indeed, one common trait of our mentors and 
people who maintain long productive careers is their tendency to view their 
science as their art.

We should not forgo the scientific method. The arguments about 
supporting or suppressing reflexivity are not a binary decision. It instead 
flows from how and in what ways we bring ourselves into our research. 
Yes, we can use our creativity and maintain transparency. Yes, we can bring 
personal experience and expertise into a theory’s ontology, epistemology, 
and methodology while making valid and reliable contributions. The norm 
should be disclosure and recognition of what we, as people, inevitably bring 
to our science as individuals and collectives.

At the heart of bringing ourselves into our research lies the spirit of 
embracing diversity. It means to support the cultivation of our commu-
nity and each of us. If we assume otherwise, then diversity in our research 
programs would be meaningless. Instead, we can practice our scientific 
method while supporting the diversity of expertise and experiences we 
bring to our research and how it complements our data collection, analysis 
of data, and interpretation of data. The benefits are nontrivial in ultimately 
more inclusive forms of knowledge.

Notes

	1	 We use “theories” generically to represent any research approach to focus the 
scope of inquiry, help specify assumptions, and define and relate concepts. This 
includes the possibility of establishing various relational forms, such as hypoth-
eses or propositions. It, thus, contains the terms frameworks, theories, and models 
unless specified otherwise. See Weible (2018, p. 1) for elaborations.

	2	 See www.comparativeagendas.net.
	3	 This question and the ones in the other principles parallel those stated by Hay 

(2002).
	4	 Similarly, Paul Sabatier summarized good science as including public methods, 

clearly defined concepts with empirically falsifiable propositions that are as gen-
eral as possible, and the methods and concepts evaluated with skepticism (Sabatier, 
1999b, p. 5).

	5	 As far as we know, despite goals of being clear enough to be proven wrong rooted 
in the principle of falsification, not a single theory or hypothesis in this volume has 
been falsified. We can ponder the reasons, including many unfalsifiable hypotheses, 
fuzzy concepts, lack of risk-​taking, the peer-​review process and the biases against 
null findings, and more.
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